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SUMMARY Let \( PA(n,d) \) be a permutation array (PA) of order \( n \) and the minimum distance \( d \). We propose a new construction of the permutation array \( PA\left(p^m, pm^{n-1}k\right) \) for a given prime number \( p \), a positive integer \( k < p \) and a positive integer \( m \). The resulted array has \( \left|PA(p,k) \cdot pm^{n-1}(p-k)\right| \) rows. Compared to the other constructions, the new construction gives a permutation array of far bigger size with a large minimum distance, for example, when \( k \geq 2p/3 \). Moreover, the proposed construction provides an algorithm to find the \( i \)-th row of \( PA\left(p^m, pm^{n-1}k\right) \) for a given index \( i \) very simply.
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1. Introduction

Permutation codes were introduced first in [1] for communications over discrete channels such as powerlines [19]. Let \( n \) be a positive integer and \( S_n \) be the symmetric group of order \( n \). An element \( \eta \in S_n \) is usually represented as an \( n \)-tuple of integers from its images:

\[
\eta = (\eta(1), \eta(2), \ldots, \eta(n)).
\]

With this representation, we define a Hamming distance function \( d_H \) on \( S_n \) as follows:

\[
d_H(\eta_1, \eta_2) = |\{i \mid 1 \leq i \leq n, \eta_1(i) \neq \eta_2(i)\}|,
\]

for \( \eta_1, \eta_2 \in S_n \). Since \( (S_n, d_H) \) is a metric space, we can construct a permutation code with a minimum distance \( d \) on \( S_n \) by considering each permutation as a codeword. If we write them as rows, we obtain an array with \( n \) columns whose rows are permutations with a minimum distance \( d \). This array is called a permutation array (PA) and denoted by \( PA(n,d) \). The number of rows of \( PA(n,d) \) is often denoted by \( |PA(n,d)| \). See [5, VI.44] for some known results for \( |PA(n,d)| \).

In the research of permutation arrays, the most important issue is to construct a permutation array with a large number of rows for given \( n \) and \( d \), see e.g., [1], [2], [4], [6]–[12] and [18]. Another issue, which is considered less in literature, is to find the row of the array corresponding to a given index. This issue has been treated explicitly in only [6], and in no others, as far as authors are aware.

In this paper, we first propose a new construction of permutation arrays \( PA\left(p^m, pm^{n-1}k\right) \) for a prime number \( p \) and a positive integer \( k < p \). Then we extend the construction to \( PA\left(p^m, pm^{n-1}k\right) \) for an integer \( m \geq 2 \). We also show that all the proposed construction provide algorithms to pick up the designated row from the arrays for a given index in a natural way.

2. Previous Results

There are mainly two categories of constructions of \( PA(n,d) \); one is to decide its rows one by one in a brute-force manner, and the other is a class of systematic constructions.

The most traditional approach in the first category is to place as many balls of radius \( d/2 \) into \( S_n \) as possible. Similarly one can do a clique search in a graph \( G(n,d) \) whose vertices are elements in \( S_n \) and edges are connected between two permutations with Hamming distance \( \geq d \). A greedy algorithm and a search via automorphisms can be also applied as shown in [6] or [18]. These constructions are based basically on an exhaustive search; hence it is hard to find the row for any given index unless we store the whole array.

For the second category, there are two kinds of notable constructions [4], [6], [12] that provide algorithms to find the designated rows implicitly. Let \( [0,1]^n \) be a set of binary vectors of length \( n \). A map \( f \) from \( [0,1]^n \) to \( S_n \) is called an \( n \)-distance-preserving map (\( n \)-DPM) if

\[
d_H(f(a), f(b)) \geq d(a, b)
\]

is satisfied for any \( a, b \in [0,1]^n \). A proper construction of \( n \)-DPMs are given in [4], and they proposed to construct \( PA(n,d) \) by applying a DPM onto an \( (n,d) \)-binary code. As a result, they constructed \( PA(n,d) \) whose cardinality is the same as that of the \( (n,d) \)-binary code. Similar construction based on ternary codes are given in [12]. These constructions are simple, but the arrays have relatively small number of rows because of the Singleton bound and the Plotkin bound. Especially the Plotkin bound [15] and its analogy...
Another kind of construction is based on some kind of divide-and-conquer strategy [6]. When we construct PA(n,d), first we compute PA(n_i,d_i) for i = 1, ..., k, such that  \( \sum_{i=1}^{k} n_i = n \) and the sum of any l of d_i’s is larger than or equal to d for some positive integer l. Then we can use transversals of distance l and type [PA(n_1,d_1), |PA(n_2,d_2)|, ..., |PA(n_k,d_k)|] to choose k rows, one row from each PA(n_i,d_i). Combining them, we produce rows of a permutation array PA(n,d). Though this algorithm gives PA with a large number of rows, too much precomputation is required on finding enough number of such transversals.

3. A New Construction of PA \((p^2, pk)\)

3.1 Notation

Let \( p \) be a prime number, \( \mathbb{F}_p \) be a finite field of \( p \) elements and \( S_{\mathbb{F}_p \times \mathbb{F}_p} \) be a set of permutations on \( \mathbb{F}_p \times \mathbb{F}_p \). \( S_{\mathbb{F}_p \times \mathbb{F}_p} \) can be easily identified with \( S_{p^2} \) via a natural map from \( \mathbb{F}_p \times \mathbb{F}_p \) to \( \{1, 2, ..., p^2\} \), given by \((a, b) \mapsto p \cdot a + b + 1\).

Let \( P_{p,k} \) be the set of permutations obtained from the rows of \( PA(p,k) \) by considering the rows as defined over \( \mathbb{F}_p \), instead of \([1, 2, ..., p]\). And let \( Q_{p,k} \) be the set of polynomial functions induced by all the polynomials of degrees \( p - k \) at most on \( \mathbb{F}_p \), whose constant terms are zero, but including the zero polynomial itself. Observe that \((t_1 - t_2)(x) = 0\) has at most \( p - k \) solutions over \( \mathbb{F}_p \) for any two polynomials \( t_1, t_2 \in Q_{p,k} \).

3.2 The Construction Proposed

We define a map

\[
\phi : P_{p,k} \times P_{p,k} \times Q_{p,k} \times Q_{p,k} \mapsto S_{\mathbb{F}_p \times \mathbb{F}_p}
\]

by

\[
\phi(s_1, s_2, t_1, t_2)(x, y) = (s_1(x + t_1(y)), s_2(y + t_2(s_1(x + t_1(y))))),
\]

where \((x, y) \in \mathbb{F}_p \times \mathbb{F}_p\). For convenience, we denote \( \phi(s_1, s_2, t_1, t_2) \) by \( \phi_{s_1,s_2,t_1,t_2} \). It is easy to check that \( \phi_{s_1,s_2,t_1,t_2} \) is a permutation on \( \mathbb{F}_p \times \mathbb{F}_p \). The images of \( \phi \) are the rows of \( PA(p^2, pk) \).

**Theorem 1**: The map \( \phi \) generates a \( PA(p^2, pk) \) whose number of rows is \( |P_{p,k}| \cdot |Q_{p,k}|^2 \).

When \( k = 2 \), we have the powerful corollary.

**Corollary 1**: The map \( \phi \) generates a \( PA(p^2, 2p) \) with \( (p! \cdot p^{p-2})^2 \) rows.

**Proof** Since a distance between two distinct permutations is at least 2, \( P_{p,2} = S_p \).

We need the following lemma to prove Theorem 1.

**Lemma 1**: Let \((s, t) \neq (u, v)\) be two distinct elements in \( P_{p,k} \times Q_{p,k} \). Then

\[
s(x + t(y)) = u(x + v(y))
\]

has at most \( p(p - k) \) solutions \((x, y) \in \mathbb{F}_p \times \mathbb{F}_p\).

**Proof** Suppose that \( s = u \). \((5)\) is equivalent to

\[
t(y) = v(y).
\]

Since \( t \neq v \) and \( t, v \in Q_{p,k} \), \((6)\) has at most \( p - k \) solutions; thus \((5)\) has at most \( p(p - k) \) solutions.

When \( s \neq u \), let \( \delta = x + t(y) \). If \( t = v \), \((5)\) is equivalent to

\[
s(\delta) = u(\delta),
\]

which has at most \( p - k \) solutions since \( d_H(s, u) \geq k \). Let us write them by \( \delta_1, \delta_2, \ldots, \delta_l \) where \( l \leq p - k \). For each \( \delta_i \),

\[
\delta_i = x + t(y) \Leftrightarrow x = \delta_i - t(y)
\]

has at most \( p \) solutions for \((x, y)\); hence \((7)\) have at most \( p(p - k) \) solutions. Finally suppose that \( s \neq u \) and \( t \neq v \). When we write \((v - t)(y) = \epsilon \), \((5)\) is equivalent to

\[
s(\delta) = u(\delta + \epsilon),
\]

which has at most \( p - k \) solutions for \( y \) because \( v - t \in Q_{p,k} \) and \( t \neq v \). Since \( x \) is determined uniquely from \( \delta \) and \( y \), we conclude that \((5)\) has at most \( p(p - k) \) solutions again.

**Proof** [Proof of Theorem 1] It suffices to show that

\[
d_H(\phi_{s_1,s_2,t_1,t_2}, \phi_{u_1,u_2,v_1,v_2}) \geq pk,
\]

or equivalently,

\[
\phi_{s_1,s_2,t_1,t_2}(x, y) = \phi_{u_1,u_2,v_1,v_2}(x, y)
\]

has at most \( p(p - k) \) solutions \((x, y) \in \mathbb{F}_p \times \mathbb{F}_p \) for two distinct elements \((s_1, s_2, t_1, t_2)\), \((u_1, u_2, v_1, v_2)\) \( \in P_{p,k} \times P_{p,k} \times Q_{p,k} \times Q_{p,k} \). From \((12)\), we have the following system:

\[
\begin{align}
\begin{cases}
    s_1(x + t_1(y)) = u_1(x + v_1(y)), \\
    s_2(y + t_2(z)) = u_2(y + v_2(z)),
\end{cases}
\end{align}
\]

where \( z = s_1(x + t_1(y)) = u_1(x + v_1(y)) \). Note that if \((s_1, s_2, t_1, t_2) \neq (u_1, u_2, v_1, v_2)\), then \((s_1, t_1) \neq (u_1, v_1)\) or \((s_2, t_2) \neq (u_2, v_2)\). When \((s_1, t_1) \neq (u_1, v_1)\), Lemma 1 shows that \((13a)\) has at most \( p(p - k) \) solutions. Similarly, \((13b)\) has at most \( p(p - k) \) solutions if \((s_2, t_2) \neq (u_2, v_2)\). Thus \((12)\)
has at most \( p(p-k) \) solutions, as desired. \( \square \)

4. Extension to PA \( (p^m, p^{m-1}k) \)

The construction of PA \( (p^2, pk) \) can be extended to construct PA \( (p^m, p^{m-1}k) \) for \( m \geq 2 \) easily [16]. Let \( \mathcal{P}_{p,k} \) and \( \mathcal{Q}_{p,k} \) be defined as in the previous section.

4.1 First Extension

We extend \( \phi \) coordinate-wise to define the map

\[
\psi : \mathcal{P}_{p,k} \times \mathcal{Q}_{p,k}^m \rightarrow S(\mathbb{F}_p)^m
\]

by

\[
\psi(s_1, \ldots, s_m, t_1, \ldots, t_m)(x_1, \ldots, x_m) = (f(s_1, t_1, \ldots, t_{m-1}; x_1, \ldots, x_m),
\]

\[
\vdots
\]

\[
f(s_m, t_{m-1}; x_m, \ldots, x_{2m-1}) \right){x_{m+1}, \ldots, x_{2m}}
\]

Clearly \( \psi \) induces permutations on \( \mathbb{F}_p^m \).

**Theorem 2**: We can construct a PA \( (p^m, p^{m-1}k) \) whose number of rows is \( \left| \mathcal{P}_{p,k} \right| \cdot \left| \mathcal{Q}_{p,k} \right|^m \) from the map \( \psi \).

**Proof** Analog of the proof of Theorem 1. \( \square \)

4.2 Second Extension

For the second extension, first we define a coordinate function

\[
f : \mathcal{P}_{p,k} \times \mathcal{Q}_{p,k}^{m-1} \times \mathbb{F}_p^m \rightarrow \mathbb{F}_p
\]

by

\[
f(g, h_1, \ldots, h_{m-1}; y_1, \ldots, y_m) = g\left( y_1 + \sum_{j=1}^{m-1} h_j (y_{j+1}) \right).
\]

Here additions are done over \( \mathbb{F}_p \). Let \( (x_1, x_2, \ldots, x_m) \) be an element of \( \mathbb{F}_p^m \). For \( s_1, s_2, \ldots, s_m \in \mathcal{P}_{p,k} \) and \( t_1, t_2, \ldots, t_{m-1} \in \mathcal{Q}_{p,k} \), we define \( x_{m+1}, \ldots, x_{2m} \) by

\[
x_{m+i} = f(s_i, t_1, \ldots, t_{i-1}; x_i, \ldots, x_{m+i-1})
\]

for \( i = 1, 2, \ldots, m \). Now the map

\[
\psi : \mathcal{P}_{p,k} \times \mathcal{Q}_{p,k}^{m-1} \rightarrow S(\mathbb{F}_p)^m
\]

is defined by

\[
\psi(s_1, \ldots, s_m, t_1, t_2, \ldots, t_{m-1}; x_1, \ldots, x_m) = \left( f(s_1, t_1, \ldots, t_{m-1}; x_1, \ldots, x_m),
\right.

\[
\vdots
\]

\[
f(s_m, t_{m-1}; x_m, \ldots, x_{2m-1}) \right){x_{m+1}, \ldots, x_{2m}}
\]

where \( (x_1, \ldots, x_m) \in (\mathbb{F}_p)^m \). When we need to specify the functions \( s_i \)'s and \( t_i \)'s, we will use the notation \( x_{m+i}^{(s_i,t_i)} \) for \( x_{m+i} \). We need to verify that \( \psi \) generates the permutations on \( \mathbb{F}_p^m \).

**Lemma 2**: The image of \( \psi \) is \( S(\mathbb{F}_p)^m \).

**Proof** Suppose that \( \psi(s_1, \ldots, s_m, t_1, t_2, \ldots, t_{m-1}; x_1, \ldots, x_m) \) is not a permutation on \( \mathbb{F}_p^m \) for some \( s_1, \ldots, s_m \in \mathcal{P}_{p,k} \) and \( t_1, t_2, \ldots, t_{m-1} \in \mathcal{Q}_{p,k} \). Then we can choose two distinct \((x_1, \ldots, x_m), (y_1, \ldots, y_m) \in \mathbb{F}_p^m \) such that

\[
\psi(s_1, \ldots, s_m, t_1, t_2, \ldots, t_{m-1}; x_1, \ldots, x_m) = \psi(s_1, \ldots, s_m, t_1, t_2, \ldots, t_{m-1}; y_1, \ldots, y_m),
\]

or equivalently,

\[
x_{m+i} = y_{m+i} \quad \forall i = 1, \ldots, m.
\]

From (17) and (18), the equality \( x_{2m} = y_{2m} \) implies that

\[
x_m + \sum_{j=1}^{m-1} t_m (y_{m+j}) = y_m + \sum_{j=1}^{m-1} t_{m-j} (y_{m+j}),
\]

and we get \( x_m = y_m \). Similarly we can show that \( x_i = y_i \) for \( i = m-1, m-2, \ldots, 1 \), which contradicts the choice that \((x_1, \ldots, x_m) \neq (y_1, \ldots, y_m)\). \( \square \)

As it is intended, \( \psi \) generates rows of PA \( (p^m, p^{m-1}k) \).

**Theorem 3**: The map \( \psi \) generates a PA \( (p^m, p^{m-1}k) \) whose number of rows is \( \left| \mathcal{P}_{p,k} \right| \cdot \left| \mathcal{Q}_{p,k} \right|^{m-1} \).

We will prove Theorem 3 using following two lemmas.

**Lemma 3**: Let \( h_1, \ldots, h_{m-1} \) be polynomial functions in \( \mathcal{Q}_{p,k} \) and \( c \in \mathbb{F}_p \) be a constant. If \( h_j \) is not a zero function for some \( 1 \leq j \leq m-1 \), then

\[
h_1(y_2) + h_2(y_3) + \cdots + h_{m-1}(y_m) + c = 0
\]

has at most \( p^{m-2}(p-k) \) solutions for \( y_2, \ldots, y_m \in \mathbb{F}_p \) (24)

**Proof** Without loss of generality, we may assume that \( h_1 \) is not a zero function. Then for each \( y_3, \ldots, y_m \in \mathbb{F}_p \), (24) has at most \( p-k \) solutions for \( y_2 \in \mathbb{F}_p \) since \( \deg(h_1) \leq p-k \). Thus (24) has at most \( p^{m-2}(p-k) \) solutions for \( y_2, \ldots, y_m \in \mathbb{F}_p \). \( \square \)
Lemma 4: Let \((s,t_1,\ldots,t_{m-1})\) and \((u,v_1,\ldots,v_{m-1})\) be two distinct elements of \(P_{p,k} \times Q_{p,k}^{m-1}\), then
\[
f(s,t_1,\ldots,t_{m-1};y_1,\ldots,y_m) = f(u,v_1,\ldots,v_{m-1};y_1,\ldots,y_m)
\]
has at most \(p^{m-1}(p-k)\) solutions for \((y_1,\ldots,y_m) \in (\mathbb{F}_p)^m\).

Proof First suppose that \(s = u\), then (25) is equivalent to
\[
(t_1 - v_1)(y_2) + \cdots + (t_{m-1} - v_{m-1})(y_m) = 0.
\]
(26)

Thus from Lemma 3 with \(h_l = t_l - v_l\) and \(c = 0\), (26) has at most \(p^{m-2}(p-k)\) solutions for \((y_2,\ldots,y_m)\), and so (25) has at most \(p^{m-1}(p-k)\) solutions for \((y_1,\ldots,y_m)\) in this case.

Now suppose that \(s \neq u\). Let us define \(\delta\) and \(\epsilon\) by
\[
\delta = y_1 + t_1(y_2) + \cdots + t_{m-1}(y_m),
\]
(27)
\[
\epsilon = (v_1 - t_1)(y_2) + \cdots + (v_{m-1} - t_{m-1})(y_m).
\]
(28)

If \(t_i = v_i\) for all \(i = 1,\ldots,m-1\), then \(\epsilon = 0\) and (25) is equivalent to
\[
s(\delta) = u(\delta + \epsilon),
\]
(29)

which has at most \(p-k\) solutions for \(\delta \in \mathbb{F}_p\). Let us write them by \(\delta_1,\ldots,\delta_l\) for some \(l \leq p-k\). For each \(\delta_i\), (27) has at most \(p^{m-1}\) solutions for \(y_1,\ldots,y_m \in \mathbb{F}_p\) since \(y_1 = \delta_i - \sum_{j=1}^{m-1} t_j y_{j+1}\) is determined uniquely by each \((y_2,\ldots,y_m) \in (\mathbb{F}_p)^{m-1}\). Thus, (25) has \(p^{m-1}(p-k)\) solutions in total.

Finally, assume that \(t_i \neq v_i\) for some \(j\), then \(\epsilon \neq 0\) and (25) is equivalent to
\[
s(\delta) = u(\delta + \epsilon),
\]
(30)

For each \(\delta = \delta_0 \in \mathbb{F}_p\), there exists exactly one \(\epsilon\) satisfying (30), since \(s\) and \(u\) are permutations. Let us denote it by \(\epsilon_{\delta_0}\). From Lemma 3 with \(h_l = v_l - t_l\) and \(c = -\epsilon_{\delta_0}\), the equation (28) has at most \(p^{m-2}(p-k)\) solutions for \(y_2,\ldots,y_m\). Thus we have at most \(p^{m-1}(p-k)\) numbers of \((\delta_0,y_2,\ldots,y_m)\) satisfying (28) and (30) simultaneously. From each \(m\)-tuple, \(y_1\) is determined uniquely by (27); hence we conclude that (25) has at most \(p^{m-1}(p-k)\) solutions \(y_1,\ldots,y_m \in \mathbb{F}_p\).

Now we are ready to prove Theorem 3.

Proof of Theorem 3 Let \((s_1,\ldots,s_m,t_{1,1},\ldots,t_{m,m-1})\) and \((u_1,\ldots,u_m,v_{1,1},\ldots,v_{m,m-1})\) be two distinct elements of \(P_{p,k}^m \times Q_{p,k}^{m-1}\). It is sufficient to show that
\[
\psi(s_1,\ldots,s_m,t_{1,1},\ldots,t_{m,m-1}) = \psi(u_1,\ldots,u_m,v_{1,1},\ldots,v_{m,m-1}),
\]
(31)
or equivalently,
\[
x_{m+1},\ldots,x_{2m} = (x_{m+1},\ldots,x_{2m})
\]
(32)

has at most \(p^{m-1}(p-k)\) solutions for \((x_1,\ldots,x_m) \in (\mathbb{F}_p)^m\).

Since \(x_{m+1},\ldots,x_{2m}\) are same pairwise, we may denote them by \(x_{m+1},\ldots,x_{2m}\). Clearly there exists some \(i_0\) such that
\[
(s_{i_0},t_{i_0,1},\ldots,t_{i_0,m-1}) \neq (u_{i_0},v_{i_0,1},\ldots,v_{i_0,m-1}).
\]
(33)

so we examine the \(i_0\)-th coordinate of (31):
\[
f(s_{i_0},t_{i_0,1},\ldots,t_{i_0,m-1};x_{i_0},\ldots,x_{i_0+m-1}) = f(u_{i_0},v_{i_0,1},\ldots,v_{i_0,m-1};x_{i_0},\ldots,x_{i_0+m-1}).
\]
(34)

From Lemma 4 and (33), there exist at most \(p^{m-1}(p-k)\) solutions for \((x_{i_0},\ldots,x_{i_0+m-1}) \in (\mathbb{F}_p)^m\) satisfying (34).

Note that (18) implies the explicit formula
\[
x_j = s_{i_0}^{-1}(x_{i_0,m}) - \sum_{j=1}^{m-1} t_{i_0,j}(x_{i_0+j}),
\]
(35)

so we can compute \(x_j\) uniquely from \(x_{i_0,1},\ldots,x_{i_0,m}\) for \(i = 1,\ldots,m\). Consequently we can determine \(x_1,\ldots,x_m\) associated to \(x_{i_0},\ldots,x_{i_0+m-1}\) uniquely. This implies that there exist at most \(p^{m-1}(p-k)\) number of \((x_1,\ldots,x_m)\) satisfying (34) regardless of \(i_0\). Therefore, (31) has at most \(p^{m-1}(p-k)\) solutions.

\[\Box\]

5. Examples

5.1 PA(4,2): \(p = 2, k = 1\) and \(m = 2\)

Recall that an element of \(P_{p,k}\) is represented by a \(p\)-tuple and an element of \(Q_{p,k}\) is represented by a polynomial of degree at most \(p-k\). By the definition of \(P_{p,k}\) and \(Q_{p,k}\), we have
\[
P_{2,1} = \{(0,1),(1,0)\},
\]
(36)
\[
Q_{2,1} = \{0,x\}.
\]
(37)

<table>
<thead>
<tr>
<th>(s_1)</th>
<th>(s_2)</th>
<th>(t_1)</th>
<th>(t_2)</th>
<th>Rows of PA(4,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,1)</td>
<td>(0,1)</td>
<td>0</td>
<td>0</td>
<td>(1,2,3,4)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(0,1)</td>
<td>0</td>
<td>x</td>
<td>(1,2,4,3)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(0,1)</td>
<td>x</td>
<td>0</td>
<td>(1,4,3,2)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(0,1)</td>
<td>x</td>
<td>x</td>
<td>(1,3,4,2)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(0,1)</td>
<td>0</td>
<td>0</td>
<td>(2,1,4,3)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(0,1)</td>
<td>0</td>
<td>x</td>
<td>(2,1,3,4)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(1,0)</td>
<td>x</td>
<td>0</td>
<td>(2,3,4,1)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(1,0)</td>
<td>x</td>
<td>x</td>
<td>(2,4,3,1)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(0,1)</td>
<td>0</td>
<td>0</td>
<td>(1,3,4,2)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(0,1)</td>
<td>0</td>
<td>x</td>
<td>(4,3,1,2)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(0,1)</td>
<td>x</td>
<td>0</td>
<td>(3,2,1,4)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(0,1)</td>
<td>x</td>
<td>x</td>
<td>(4,2,1,3)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(1,0)</td>
<td>0</td>
<td>0</td>
<td>(4,3,2,1)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(1,0)</td>
<td>0</td>
<td>x</td>
<td>(3,4,2,1)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(1,0)</td>
<td>x</td>
<td>0</td>
<td>(4,1,2,3)</td>
</tr>
<tr>
<td>(1,0)</td>
<td>(1,0)</td>
<td>x</td>
<td>x</td>
<td>(3,1,2,4)</td>
</tr>
</tbody>
</table>
We can compute permutations on $\mathbb{F}_2 \times \mathbb{F}_2$ using $\phi$. If we apply a natural mapping $(x, y) \mapsto (2x + y + 1)$ from $\mathbb{F}_2 \times \mathbb{F}_2$ to $\{1, 2, 3, 4\}$ on our permutations, we obtain results in Table 1.

### 5.2 $PA(8, 4)$ : $p = 2$, $k = 1$ and $m = 3$

Since $\mathcal{P}_{2,1} = \{(0, 1), (1, 0)\}$ and $\mathcal{Q}_{2,1} = \{0, x\}$, the constructed $PA(8, 4)$ has $\left(2 \cdot 2^{3-1}\right)^1 = 512$ rows. We display only the first and the last 8 rows in Table 2 due to the lack of the space. Note that the proposed construction is not always the best; there exists a construction of $PA(8, 4)$ with 2688 rows [6, Table 5].

### 6. Discussion

#### 6.1 Performance Analysis

To analyze the performance, we compare the number of rows of permutation arrays generated by the proposed construction and other constructions in Sect. 2. Though there described two kinds of notable constructions, we consider only one kind of them based on distance-preserving maps [4],[12]; this is because the information required for the construction in [6] such as a table of transversals is not given properly. We concentrate our efforts on the comparison for the case $m = 2$.

The minimum distance is chosen to be $k = 2$ and $k = p - 5, p - 4, p - 3, p - 2, p - 1$; for those $k$’s, we can compute the attainable upper bounds of $|PA(p^2, pk)|$ for the proposed construction with a help of the complete classification for $\mathcal{P}_{p,k}$ in [5, VI.45,9].

Upper bounds for the construction based on DPMs are obtained from [4],[12] and the cardinality of binary and ternary codes. The upper bounds for the cardinality of an $(n, d)$-binary code are obtained from the Singleton bound and [3],[14],[15]. For the ternary codes, the upper bounds come from the table in [3] for $p^2 \leq 16$, from the Singleton bound for $p^2 > 16$ and $k < 2p/3$, and from the Plotkin bound for ternary codes [13] for $p^2 > 16$ and $k \geq 2p/3$, respectively. Note that $PA(4, 4)$ cannot be constructed by [4] and [12]. It should be stressed that these upper bounds for DPMs are not always achievable, while for the proposed constructions they are always reachable. Results are displayed in Table 3.

As we can see, if $k$ is large, then $|PA(p^2, pk)|$ of the new construction overwhelms that of the construction based on DPMs. In particular the size of an $(n, d)$-ternary code for $d \geq 2n/3$ is at most $3n$ [13]. Thus we may conclude that the new construction gives $PA(p^2, pk)$ of larger size than those in [12] when $k \geq 2p/3$.

#### 6.2 Searching for the Designated Row of the PA

Another advantage of our construction is that we have an easy algorithm to choose the $i$-th row of the permutation array for a given positive integer $i$. Note that without such an algorithm a permutation array is not practical. We will describe the algorithm briefly for only $m = 2$ as an example since the algorithms for $m \geq 3$ are analogous.

Suppose that we have an oracle $O$ to find the $j$-th row of $PA(p, k)$ for a given positive integer $j \leq |PA(p, k)|$ that operates in a time polynomial to $p$. For a given positive integer $i$, we begin by dividing $i$ into four nonnegative integers $i_1, i_2, i_3$ and $i_4$ satisfying the following conditions:

<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$t_{1,1}$</th>
<th>$t_{1,2}$</th>
<th>$s_2$</th>
<th>$t_{2,1}$</th>
<th>$t_{2,2}$</th>
<th>$s_3$</th>
<th>$t_{3,1}$</th>
<th>$t_{3,2}$</th>
<th>$\text{Rows of } PA(8, 4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(1, 2, 3, 4, 5, 6, 7, 8)</td>
</tr>
<tr>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>0</td>
<td>x</td>
<td>(1, 2, 3, 4, 5, 6, 7, 8)</td>
</tr>
<tr>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>x</td>
<td>0</td>
<td>(1, 2, 3, 4, 5, 6, 8)</td>
</tr>
<tr>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>0</td>
<td>0</td>
<td>(0, 1)</td>
<td>x</td>
<td>x</td>
<td>(1, 2, 3, 4, 5, 6, 8, 7)</td>
</tr>
</tbody>
</table>

...
Table 3  Upper bounds of $|PA(p^2, pk)|$ for various $p$ and $k$. They are always attainable for the proposed construction, but not for [4] and [12]. Exponents are rounded off to tenth.

<table>
<thead>
<tr>
<th>$p$</th>
<th>method</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Proposed</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>DPM (binary code) [4]</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>DPM (ternary code) [12]</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Proposed</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>DPM [4]</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>DPM [12]</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>Proposed</td>
<td>252.7</td>
</tr>
<tr>
<td></td>
<td>DPM [4]</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>DPM [12]</td>
<td>146.0</td>
</tr>
<tr>
<td>11</td>
<td>Proposed</td>
<td>244.5</td>
</tr>
<tr>
<td></td>
<td>DPM [4]</td>
<td>209.0</td>
</tr>
<tr>
<td></td>
<td>DPM [12]</td>
<td>245.5</td>
</tr>
</tbody>
</table>

An interesting application of the proposed construction and Algorithm 1 is to obtain an one-to-one correspondence between a key space $\mathcal{K}$ and a set of keyed permutations $\mathcal{P}$ with some minimum distance. Refer [17] for a concrete example of the correspondence when $\mathcal{K} = (\mathbb{F}_2)^{49}$ and $\mathcal{P}$ is a set of rows of $PA(49, 14)$ constructed by the proposed method; up to the authors’ knowledge, there is no other construction of $PA(49, 14)$ providing such a correspondence.
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