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SUMMARY For an odd prime \( p \) and a positive integer \( k \geq 2 \), we propose and analyze construction of perfect \( p^k \)-ary sequences of period \( p^k \) based on cubic polynomials over the integers modulo \( p^k \). The constructed perfect polyphase sequences from cubic polynomials is a subclass of the perfect polyphase sequences from the Mow’s unified construction. And then, we give a general approach for constructing optimal families of perfect polyphase sequences with some properties of perfect polyphase sequences and their optimal families. By using this, we construct new optimal families of \( p^k \)-ary perfect polyphase sequences of period \( p^k \). The constructed optimal families of perfect polyphase sequences are of size \( p - 1 \).
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1. Introduction

Various sequences have been widely used in modern digital communication systems [8], [10], [11] and radar systems [14]. Recent applications include such commercial mobile communication systems as CDMA, WCDMA, and 3GPP LTE [1] and global navigation satellite systems as GPS [2] and GALILEO [7]. These applications require sequences with good correlation, or the minimum possible correlation magnitude for all the non-trivial phase shifts. Thus, it is best that sequences for these applications have zero autocorrelation at all out-of-phases, and such sequences are called perfect sequences.

A sequence is called a polyphase sequence if all the symbols are on the complex unit circle [8], [16], [18]. For many decades, perfect polyphase sequences (PPSs) have attracted engineers and researchers [5], [6], [9], [12], [15], [16], [18]–[20], [24]. For an integer \( N \geq 2 \), Frank and Zadoff constructed \( N \)-ary sequences of period \( N^2 \) in 1962 [9]. There is another class of PPSs, called the Zadoff-Chu sequence, whose phase sequence are generated by a quadratic polynomials. This class was proposed by Chu in 1972 [5], and generalized by Popovic [20]. A generalized version of Chu’s sequences was named generalized chirp-like sequences by Popovic. In [16], [18], Mow classified all the known PSSs into four classes: the generalized Frank sequence [12, Theorem 3], the generalized chirp-like sequence [20], the Milewski sequence [15], and the PPS associated with some generalized bent functions [6].

In 1979, Sarwate showed that crosscorrelation magnitude of any two perfect sequences of the same length is greater than or equal to the square root of their length. After Sarwate’s work, many constructions for PPS families, which achieve the Sarwate bound, have been proposed. These are based on the original Frank sequences [3], [17], [24] and the generalized Frank sequences [19], [23], the generalized chirp-like polyphase sequences [20]. Mow also considered optimal families of PPSs from his first unified construction [16] for some parameters.

Our work on generating PPSs from cubic polynomials and constructing their optimal families is motivated by the Zadoff-Chu sequence and the generalized chirp-like polyphase sequence which generated by using quadratic polynomials. In this paper, after reviewing some preliminaries in Sect. 2, we propose a construction of PPSs by using cubic polynomials over the integers modulo an odd prime power in Sect. 3. After then, in Sect. 4, we give some properties of PPSs and a general approach for constructing optimal families of PPSs. Based on the approach, we construct optimal families of PPSs from cubic polynomials. The constructed optimal families are new and of size \( p - 1 \). We summarize our results with some concluding remarks in Sect. 5.

2. Preliminaries

2.1 Perfect Polyphase Sequences

Let \( \mathbf{a} = \{a(n)\}_{n=0}^{N-1} \) and \( \mathbf{b} = \{b(n)\}_{n=0}^{N-1} \) be two sequences of period \( N \). Then, (periodic) correlation between \( \mathbf{a} \) and \( \mathbf{b} \) at shift \( \tau \), denoted by \( C_{\mathbf{a},\mathbf{b}}(\tau) \), is given by

\[
C_{\mathbf{a},\mathbf{b}}(\tau) = \sum_{n=0}^{N-1} a(n + \tau) b^*(n),
\]

where \( n + \tau \) is computed over the integers modulo \( N \) the asterisk symbol means the complex conjugate. If \( \mathbf{b} \) is a cyclic shifted version of \( \mathbf{a} \), then \( C_{\mathbf{a},\mathbf{b}}(\tau) \) is called autocorrelation of \( \mathbf{a} \) and denote by \( C_{\mathbf{a}}(\tau) \), simply. Otherwise, it is called crosscorrelation.

A sequence \( \mathbf{a} = \{a(n)\}_{n=0}^{N-1} \) is called perfect, if its autocorrelation magnitude is always zero for any \( \tau \neq 0 \) (mod \( N \)). There is a well-known lower-bound (so-called
the Sarwate bound) on the maximum crosscorrelation magnitude of perfect sequences [22]. The bound tell us that, for any two perfect sequences of period $N$, their maximum crosscorrelation magnitude is always greater than or equal to square root of the length $\sqrt{N}$. We refer a pair of perfect sequences of period $N$ to ‘optimal pair’ (with respect to the Sarwate bound) if their maximum crosscorrelation magnitude is $\sqrt{N}$. And, in the similar fashion, we refer a set of perfect sequences to ‘optimal families of perfect sequences’ (with respect to the Sarwate bound) if any pair of sequences in the set is an optimal pair.

A sequence $\mathbf{x}$ is called a polyphase sequence if all the terms of $\mathbf{x}$ is on the unit circle over the complex plane.

2.2 The Normalized DFT

For some purpose, we will use the normalized discrete Fourier transform (DFT). Let $\omega_N = e^{2\pi i/N}$ be a primitive $N$-th root of unity over the complex numbers, and $\mathbf{x} = \{x(n)\}_{n=0}^{N-1}$ be a sequence of length $N$ over the complex field. Then, $N$-point normalized DFT of $\mathbf{x}$, denoted by $X = \{X(l)\}_{l=0}^{N-1}$, is

$$X(l) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} x(n)\omega_N^{-ln}.$$ 

The inverse $N$-point normalized DFT of $X$ is

$$x(n) = \sum_{l=0}^{N-1} X(l)\omega_N^{ln}.$$ 

As shown in the above, throughout this paper, we will use small bold letters and capital bold letters with the same alphabet for representing ‘time-domain’ sequences and their ‘frequency-domain’ sequences, respectively.

Any pair of sequences $\mathbf{x} = \{x(n)\}_{n=0}^{N-1}$ and $\mathbf{X} = \{X(l)\}_{l=0}^{N-1}$ satisfies certain relation, which is usually referred as the Parseval’s theorem. The following is the Parseval’s theorem for the normalized DFT.

Lemma 1 (Parseval’s theorem) Let $\mathbf{x} = \{x(n)\}_{n=0}^{N-1}$ be a complex sequence of period $N$ and $\mathbf{X} = \{X(l)\}_{l=0}^{N-1}$ be the frequency domain sequence of $\mathbf{x}$. Then,

$$\sum_{n=0}^{N-1} |x(n)|^2 = \sum_{l=0}^{N-1} |X(l)|^2.$$ 

For the simplicity, here after, we use the term DFT instead of the normalized DFT.

3. PPSs from Cubic Polynomials

3.1 PPSs Constructed by Cubic Polynomials

In the remaining of this paper, we assume the following notation:

- $p$ is an odd prime.
- $k \geq 2$ is a positive integer.
- $\omega_N$ is a complex primitive $N$-th root of unity.
- $\mathbb{Z}$ is the set of integers and $\mathbb{Z}_{p^k}$ is the set of integers modulo $p^k$.

Let a cubic polynomial $f(n)$ for $n \in \mathbb{Z}_{p^k}$ be given as follows:

$$f(n) = an^3 + bn^2 + cn + d \pmod{p^k},$$

where $a, b, c,$ and $d$ are integers in $\mathbb{Z}_{p^k}$. We can construct a $p^k$-ary sequence $\mathbf{f} = \{\omega_{p^k}^{f(n)}\}_{n=0}^{p^k-1}$ of length $p^k$ as an evaluation of $f(n)$ over $\mathbb{Z}_{p^k}$. It may be obvious that the choice of $d$ does not affect the autocorrelation magnitude of $\mathbf{f}$, since it contributes to the sequence only as a constant phase shift of all the terms in one period. Thus, we will mainly focus on the choice of $a, b,$ and $c$, and we simply assume that $d = 0$ in the remaining without loss of generality.

The Zadoff-Chu sequence is a well-known class of PPSs whose phase sequences are generated by quadratic polynomials [5]. They are defined to have any period $N$, but we are interested in the case where $N = p^k$ for an odd prime $p$ and a positive integer $k$. In this case, a $p^k$-ary Zadoff-Chu sequence of period $p^k$ is defined by

$$z = \{\omega_{p^k}^{z(n)}\} = \{\omega_{p^k}^{g(n+1) + 2hn} \pmod{p^k}\}_{n=0}^{p^k-1},$$

where $g \equiv 0 \pmod{p}$ and $h$ is an integer.

Proposition 1 If $a \equiv 0 \pmod{p^k}$, $b \not\equiv 0 \pmod{p}$, then the sequence $\mathbf{f}$ constructed above by $f(n)$ in (1) becomes a $p^k$-ary Zadoff-Chu sequence of period $p^k$ with parameters $g = 2b$ and $h = c - 2b$, where $g, h$ are defined in (2).

Proof

Observe that

$$f(n) = bn^2 + cn = 2bn(n+1)/2 + (c - 2b)n.$$ 

By letting $g = 2b$ and $h = c - 2b$, we get the conclusion. \]

Remark 1 A Zadoff-Chu sequence is constructed using a quadratic polynomial.

Now, we show that there are other choices of $a, b,$ $c$, which also generate PPSs, especially, when $a \equiv 0 \pmod{p^k}$. For our purpose, a quadratic exponential sum in [16, Lemma 3.1] is useful. For any positive integer $q$, and any $u, v \in \mathbb{Z}$, we have

$$q^{-1} \sum_{m=0}^{q-1} \omega_{q}^{um^2+vn} = \begin{cases} \delta q, & \text{if } \delta \text{ is odd and } v \equiv 0 \pmod{\delta} \\ 2\delta q, & \text{if } \delta \text{ is even and } v \equiv \delta a (\gamma/2) \pmod{2\delta} \\ 0, & \text{else}, \end{cases}$$

where $\delta = q - 1$ and $a$ is an arbitrary integer such that $a \not\equiv 0 \pmod{\delta}$.
where \( \delta = \gcd(u, q) \), \( \alpha = u/\delta \), and \( \gamma = q/\delta \).

Here we note that, when \( q \) is odd, \( \gamma \) must be odd also.

So, if \( q = p^k \) is an odd prime power, then the quadratic exponential sum becomes following:

**Lemma 2 (Modified version of [16, Lemma 3.1])** For any integers \( u \) and \( v \), we have

\[
\left| \sum_{n=0}^{p^k-1} \omega^{\frac{u n^2 + v n}{p^k}} \right|^2 = \begin{cases} \delta p^k, & \text{if } v \equiv 0 \pmod{\delta} \\ 0, & \text{otherwise}. \end{cases}
\]

where \( \delta = \gcd(u, p^k) \).

**Theorem 1** Consider the sequence \( f \) constructed above by the polynomial \( f(n) \) in (1).

1. Let \( p = 3 \). If \( a \not\equiv 0 \pmod{p^k} \), \( b \not\equiv 0 \pmod{p} \), then the sequence \( f \) is perfect and of period \( p^k \) for any \( c \).
2. Let \( p \geq 5 \). If \( a \not\equiv 0 \pmod{p^k} \), \( b \not\equiv 0 \pmod{p^k} \), and \( a \equiv 0 \pmod{p} \), then the sequence \( f \) is perfect and of period \( p^k \) for any \( c \).

**Proof** For any \( \tau \), the autocorrelation of the sequence \( f \) is given by

\[
C_f(\tau) = \sum_{n=0}^{p^k-1} \omega_f^{(n+\tau)-f(n)} = \sum_{n=0}^{p^k-1} \omega^{3a\tau n^2 + (3a\tau^2 + 2b\tau)n + \epsilon} = \omega^{\epsilon} \sum_{n=0}^{p^k-1} \omega^{3a\tau n^2 + (3a\tau^2 + 2b\tau)n},
\]

where \( \epsilon = ar^3 + bt^2 + ct \). Let \( u = 3a\tau, v = 3a\tau^2 + 2b\tau \). Assume that \( \tau \not\equiv 0 \pmod{p^k} \). Now, we will check that \( v \equiv 0 \pmod{\delta} \) where \( \delta = \gcd(u, p^k) \). If this holds, then by Lemma 2, we conclude that \( C_f(\tau) = 0 \) for any \( \tau \not\equiv 0 \pmod{p^k} \).

1. Let \( p = 3, a \not\equiv 0 \pmod{3} \), \( b \not\equiv 0 \pmod{3} \), and \( \tau \not\equiv 0 \pmod{3} \). Since \( \delta = 3a\tau \),

\[
v \equiv 2b\tau \pmod{\delta}.
\]

Now we claim that \( v \equiv 0 \pmod{\delta} \). To prove the claim, we write

\[
\tau = t3^r
\]

for some \( t \) and \( r \) with \( \gcd(t, 3) = 1 \) and \( 0 \leq r \leq k - 1 \). Suppose on the contrary that

\[
v \equiv 2b\tau \equiv 2br3^r \equiv 0 \pmod{\delta}.
\]

Observe that

\[
\delta = \gcd(3a\tau, 3^k) = \gcd(3a3^{r+1}, 3^k).
\]

Therefore, (5) implies that

\[
\gcd((a3^{r+1}, 3^k), 3^r)
\]

or

\[
3^{r+1} \gcd(at, 3^{k-(r+1)}), 3^r,
\]

which is a contradiction since \( \gcd(at, 3^{k-(r+1)}) \geq 1 \).

2. It can be similarly done.

We would like to note that, when \( a \not\equiv 0 \pmod{p^k} \), \( b \not\equiv 0 \pmod{p} \), there exists some \( \tau \) which makes \( v = 3a\tau^2 + 2b\tau \equiv 0 \pmod{\delta} \), where \( \delta = \gcd(3a\tau, p^k) \). In that case, by Lemma 2, the magnitude of the out-of-phase autocorrelation of the sequence \( f \) at the phase shift \( \tau \) becomes \( \sqrt{p^k} > 0 \).

In the remaining of this paper, we assume that \( a, b \), and \( c \) are chosen according to Theorem 1 to force \( f \) be a PPS.

3.2 Relationship with Previous PPSs

Before 1993, it was known that previous PPSs can be divided into four classes. When we restrict their length to power of \( p \), then, they are of the following forms. Here, we let \( p^k = p^{2m+k} \)

with \( 0 \leq v \leq 1, n = qp^u + r \) with \( 0 \leq r < p^u \), and \( m(r) \) be an arbitrary function over \( \mathbb{Z}_{p^u} \).

1. (P1) the generalized Frank sequence [12, Theorem 3]

This class exists only for \( v = 0 \) and the generalized Frank sequence \( s_1 = \{\omega^{s_1(n)}\}_{p^k-1}^{n=0} \) is given by

\[
s_1(n) = s_1(qp^u + r) = qp^u \pi(r) + m(r).
\]

Here, \( \pi(r) \) is a permutation over \( \mathbb{Z}_{p^u} \).

2. (P2) the generalized chirp-like polyphase sequence [20]

For any \( k \), the generalized chirp-like sequence \( s_2 = \{\omega^{s_2(n)}\}_{p^k-1}^{n=0} \) is given by

\[
s_2(n) = s_2(qp^{u} + r) = \mu p^{3u}q^2 + (2\mu p^u r + \lambda p^u)q + m(r),
\]

where \( \mu, \lambda \) are integers with \( \gcd(\mu, p) = 1 \). This class of PPSs includes the Zadoff-Chu sequences.

3. (P3) the Milewski sequence [15]

This class exists only for \( v = 1 \) and the Milewski sequence \( s_3 = \{\omega^{s_3(n)}\}_{p^k-1}^{n=0} \) is given by

\[
s_3(n) = s_3(qp^u + r) = p^{2u}(\zeta q^2 + \eta q) + p^u \theta qr + \kappa
\]

\[
= \zeta p^{2u}q^2 + (\eta p^{2u} + \theta p^u r)q + \kappa,
\]

where \( \zeta, \theta \) are coprime to \( p \) and \( \eta, \kappa \) are any integers.
4. (P4) the PPSs from generalized bent functions due to Chung and Kumar [13]

The PPS \( s_4 = \left\{ \omega_s^{\chi(n)} \right\}_{n=0}^{p^4-1} \) is given by

\[
s_4(n) = s_4(qp^n + r) = ep^{2n}q^2 + (2ep^nr + \xi p^n - ep^{2n})q + m(r),
\]

where \( e \) is an integer coprime to \( p \) and \( \xi \) is any integer in \( \mathbb{Z}_{p^{2n}} \).

In 1993, Mow proposed a unified construction of PPSs. The unified construction was further improved in 1996 as following:

5. the Mow’s unified construction [18]

A PPS over \( s_u = \left\{ \omega_s^{\chi(n)} \right\}_{n=0}^{p^u-1} \) can be constructed by using

\[
s_u(n) = s_u(qp^n + r) = p^{2n}a(r)q^2 + p^n \beta(r)q + m(r),
\]

where \( a(r) \) is a function with \( (a(r), p) = 1 \) for any \( r \in \mathbb{Z}_{p^n} \). \( \beta(r) \) is a function such that \( \beta(r) \) (mod \( p^n \)) is a permutation over \( \mathbb{Z}_{p^n} \).

Mow showed that the unified construction include all the PPS constructions of P1-P4.

Recall that phase \( n \)-th term of the PPS \( f \) is given by (1) where

- If \( p = 3 \), then \( a \neq 0 \) (mod \( p^k \)), \( b \neq 0 \) (mod \( p \))
- If \( p \geq 5 \), then \( a \neq 0 \) (mod \( p^k \)), \( b \neq 0 \) (mod \( p \)), and \( a \neq 0 \) (mod \( p \)).

Let \( p^k = p^{2u+r} \). Then, \( f(n) \) in (1) becomes following:

\[
f(qp^n + r) = a(qp^n + r)^3 + b(qp^n + r)^2 + c(qp^n + r)
= a\left( q^3p^{3u} + 3q^2p^{2u}r + 3qp^ur^2 + r^3 \right)
+ b\left( q^2p^{2u} + 2qrp^ur + r^2 \right) + c(qp^n + r)
= ap^{3u}q^3 + p^u(3ar + b)q^2 + p^n(3ar^2 + 2br + c)q
+ ar^3 + br^2 + cr.
\]

Note that \( p^{3u} \equiv 0 \) (mod \( p^k \)). And, if we let \( \chi(r) = ar^3 + br^2 + cr \) for the simplicity, then, finally, we get

\[
f(qp^n + r) = p^{2u}(3ar + b)q^2 + p^n(3ar^2 + 2br + c)q + \chi(r).
\]

Lemma 3 (Quadratic permutation polynomial [21]) Let \( p \) be an odd prime and \( k \) be a positive integer with \( k \geq 2 \). Then, a quadratic polynomial

\[
a \chi^2 + b \chi + c
\]

is a permutation polynomial over the integers modulo \( p^k \) if and only if \( a \equiv 0 \) (mod \( p \)) and \( b \equiv 0 \) (mod \( p \)).

Theorem 2 Let \( f = \left\{ \omega_f^{\chi(n)} \right\}_{n=0}^{p^k-1} \) be a PPS from a cubic polynomial and \( p^k = p^{2u+r} \) with \( 0 \leq v \leq 1 \).

1. If \( v = 0 \), then \( f \) is a generalized Frank sequence.
2. If \( v = 1 \) and \( p^u | 3a \), then \( f \) is a generalized chirp-like polyphase sequence.
3. If \( v = 1 \) and \( p^u \not| 3a \), then \( f \) is not in any class of P1-P4. But, it can be constructed by using the Mow’s unified construction.

Proof 1. Observe that, if \( v = 0 \), (6) becomes

\[
p^u\left( 3ar^2 + 2br + c \right)q + \chi(r).
\]

And, by Lemma 3, \( 3ar^2 + 2br + c \) is a quadratic permutation polynomial over \( \mathbb{Z}_{p^n} \) for any \( a, b, c \) chosen by Theorem 1.

2. Observe that, if \( v = 1 \) and \( p^u | 3a \), (6) becomes

\[
bp^{2u}q^2 + (2bp^ur + cp^n)q + \chi(r).
\]

3. It is enough to see that gcd\( (3ar + b, p) = 1 \) for any \( r \) and \( 3ar^2 + 2br + c \) is a quadratic permutation polynomial over \( \mathbb{Z}_{p^n} \).

Therefore, the PPS construction by using cubic polynomials is not a new one. But, to the best of our knowledge, there is no result on constructing optimal families of PPSs each of which has a phase sequence evaluated by cubic polynomials.

Since the PPSs from cubic polynomials is a subclass of the PPSs generated by Mow’s unified construction, they have the following property. PPSs which have that property is known to be ‘modulatable sequences.’

Corollary 1 Let \( f = \left\{ \omega_f^{\chi(n)} \right\}_{n=0}^{p^k-1} \) be a PPS from a cubic polynomial. And, let \( p^k = p^{2u+v} \) with \( 0 \leq v \leq 1 \) and write \( n = qp^u + r \). Then, for any function \( m(r) \) over the integers modulo \( \mathbb{Z}_{p^k} \),

\[
f' = \left\{ \omega_f^{\chi(n)+m(r)} \right\}
\]

is a PPS of period \( p^k \).

4. Optimal PPS Family Construction

Before we construct optimal families of PPSs from cubic polynomials, we will discuss some interesting properties of PPSs and their optimal families.

Lemma 4 Let \( s = \left\{ s(n) \right\}_{n=0}^{N-1} \) be a polyphase sequence of period \( N \). Then, \( s \) is a PPS if and only if its DFT, denoted by \( S = \left\{ S(k) \right\}_{k=0}^{N-1} \), is also a PPS.
Proof (⇒) Assume that s is a PPS. We first show that S is a polyphase sequence. By the assumption,

\[ C_s(\tau) = \sum_{n=0}^{N-1} s(n)s^*(n + \tau) \]

where

\[ \delta(\tau) = \begin{cases} 1, & \tau = 0 \\ 0, & \text{otherwise.} \end{cases} \]

is the Kronecker delta. Obviously,

\[ \delta \{ C_s(\tau) \} (l) = N \delta \{ \delta(n) \} = \sqrt{N}. \]

Observe that

\[
\hat{\delta} \{ C_s(\tau) \} (l) = \frac{1}{\sqrt{N}} \sum_{\tau=0}^{N-1} \sum_{n=0}^{N-1} s(n) s^*(n + \tau) \omega^{-l \tau} = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} s(n) \omega^{ln} \sum_{\tau=0}^{N-1} s^*(n + \tau) \omega^{-l(n+\tau)} = \sqrt{N} S(-l) \overline{S}(-l) = \sqrt{N} |S(-l)|^2.
\]

Therefore, |S(l)| = 1 for any l = 0, 1, ..., N - 1. In other words, S is a polyphase sequence.

The remaining is showing that S is perfect. Observe that

\[ C_S(\mu) = \sum_{l=0}^{N-1} S(l) S^*(l + \mu) = \sum_{l=0}^{N-1} \left( \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} s(n) \omega^{-ln} \right) S^*(l + \mu) = \sum_{n=0}^{N-1} s(n) \left( \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} S(l + \mu) \omega^{l(\mu+n)} \right)^* \omega^{\mu n} = \sum_{n=0}^{N-1} |s(n)|^2 \omega^{\mu n} \]

Since s is polyphase, \(|s(n)|^2 = 1\) for any n = 0, 1, ..., N - 1. Therefore, we conclude that

\[ C_S(\mu) = \sum_{n=0}^{N-1} \omega^{\mu n} = N \delta(\mu). \]

(⇐) We omit the proof because it can be proved by the similar process.

Assume that a = \{a(n)\}_{n=0}^{N-1} and b = \{b(n)\}_{n=0}^{N-1} form an optimal pair of PPSs. Then, by Lemma 4, \(|A(l)B^*(l)| = 1\) for any l = 0, 1, ..., N - 1. Now, observe that

\[ C_{a,b}(\tau) = \sum_{n=0}^{N-1} a(n)b^*(n + \tau) \]

\[ = \sum_{n=0}^{N-1} 1 \sum_{l=0}^{N-1} A(l) \omega^l b^*(n + \tau) \]

\[ = \sum_{l=0}^{N-1} A(l) \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} b^*(n + \tau) \omega^{ln} \]

\[ = \sum_{l=0}^{N-1} A(l) B^*(l) \omega^{-l \tau}. \]

The last expression yields that \(\left\{ \frac{1}{\sqrt{N}} C_{a,b}(\tau) \right\}_{\tau=0}^{N-1}\) and \(\{A(l)B^*(l)\}_{l=0}^{N-1}\) form a DFT pair. This leads us to the following theorem:

Theorem 3 Let a = \{a(n)\}_{n=0}^{N-1} and b = \{b(n)\}_{n=0}^{N-1} be two PPSs of period N. Then, a and b form an optimal pair of PPSs if and only if the crosscorrelation magnitude of a and b is \(\sqrt{N}\) for any shift.

Proof (⇒) We start the proof from the fact that \(\frac{1}{\sqrt{N}} C_{a,b}(\tau)\) and \(A(l)B^*(l)\) form a DFT pair. By using Lemma 1, we have

\[
\sum_{\tau=0}^{N-1} |C_{a,b}(\tau)|^2 = N \sum_{l=0}^{N-1} |A(l)B^*(l)|^2 = N^2.
\]

Now, suppose on the contrary that \(C_{a,b}(\tau) < \sqrt{N}\) for some \(\tau\). Then, since a and b should satisfy (7), there must be some \(\tau'\) such that \(C_{a,b}(\tau') > \sqrt{N}\). This is a contradiction. Therefore, \(C_{a,b}(\tau) = \sqrt{N}\) for any \(\tau\).

(⇐) It is straightforward by the definition of optimal pair of perfect sequences.

Corollary 2 Let \(F\) be a set of PPSs. Then, \(F\) is an optimal family if and only if \(C_{a,b}(\tau) = \sqrt{N}\) for any two distinct sequences a, b \(\in F\) and any shift \(\tau\).

Now, we will give a general construction for optimal PPS families. This construction is based on the following lemma:

Lemma 5 (4) Let a = \{a(n)\}_{n=0}^{N-1} be a perfect sequence with \(C_a(0) = N\). Then,

\[ \left| \sum_{n=0}^{N-1} a(n) \right| = \sqrt{N}. \]

Theorem 4 (Optimal family construction) Let \(F\) be a set of PPSs. If \(a(n)b^*(n + \tau)\)_{n=0}^{N-1} is a PPS for any a, b \(\in F\) and any \(\tau\), then \(F\) is optimal.

Based on this, we can easily construct optimal PPSs...
families from cubic polynomials as follows:

**Corollary 3** For a prime power \( p^k = p^{2v+u} \) with \( 0 \leq v \leq 1 \), let \( S = \{f_1, f_2, \ldots, f_M\} \) be a set of PPSs of period \( p^k \) from cubic polynomials in which the \( i \)-th sequence is given by

\[
 f_i = \left\{ \omega f_i^{(n)} \right\}_{n=0}^{p^k-1} = \left\{ \omega^{a_i n^3 + b_i n^2 + c_i n + m_i(r)} \right\}_{n=0}^{p^k-1},
\]

where \( n = qp^u + r \) with \( 0 \leq r < p^u \) and \( m_i(r) \) is an arbitrary function over \( \mathbb{Z}_{p^k} \). If the coefficients \( b_1, b_2, \ldots, b_M \) satisfy

\[
 b_i - b_j \equiv 0 \pmod{p}
\]

for any \( 1 \leq i < j \leq M \), then \( S \) is an optimal family.

**Proof** We first show the case where \( m_i(r) = 0 \) for any \( i \) and \( r \). For any \( i, j \) with \( i \neq j \), we have

\[
 f_i(n + \tau) - f_j(n) = a_i n^3 + b_i n^2 + c_i n - (a_j n^3 + b_j n^2 + c_j n) + 3a_i n^2 + 3a_i \tau + 2a_j \tau n + \epsilon \]

where \( \epsilon = a r^3 + b r^2 + c r \). Now, assume that

\[
 b_i - b_j \equiv 0 \pmod{p},
\]

for any \( i \neq j \). If \( a_i \equiv a_j \pmod{p^k} \), then, the RHS of (8) is phase sequence of a Zadoff-Chu of period \( p^k \). (This can be shown by similar process of the proof of Proposition 1.) And, if \( a_i \not\equiv a_j \pmod{p^k} \), then, by Theorem 1,

\[
 \left\{ \omega^{f_i^{(n+\tau)} - f_j^{(n)}} \right\}_{n=0}^{p^k-1}
\]

is a PPS for any \( \tau \). Therefore, by Theorem 4, \( S \) is an optimal family of PPSs. For the case where \( m_i(r) \) is an arbitrary function, by using Corollary 1, it can be easily shown that the sequence in (9) is perfect, and hence, \( S \) is an optimal family.

**Corollary 4** In any optimal family \( S \) constructed by using Corollary 3, there are at most \( p - 1 \) sequences.

**Proof** Note that there are exactly \( p - 1 \) integers which are not congruent to each other modulo \( p \). Therefore, the number of sequences in \( S \) is at most \( p - 1 \).

The size \( p - 1 \) can be simply achieved by just letting all the \( b_i \)'s be not congruent to each other modulo \( p \).

**Corollary 5** Let \( S \) be an optimal family constructed by using Corollary 3. Even though we replace a sequence

\[
 \left\{ \omega^{a n^3 + b n^2 + c n + m(r)} \right\}_{n=0}^{p^k-1}
\]

in \( S \) with a generalized chirp-like polyphase sequence given by

\[
 \left\{ \omega^{b n^3 + c n + m(r)} \right\}_{n=0}^{p^k-1},
\]

the result is also an optimal PPS family.

**Remark 2** Note that, for the proposed optimal PPS families of period \( p^k \), the size is always \( p - 1 \) even if the period \( p^k \) of each sequence becomes longer. One interesting point is that, for the period \( p^k \), the optimal families constructed in [16], [17], [19], [20], [23], [24] are also of size \( p - 1 \). Until now, it is unclear whether \( p - 1 \) is the maximum achievable size or not.

5. Concluding Remarks

Throughout this paper, we discuss a construction for \( p^k \)-ary PPSs of period \( p^k \) whose phase sequence is evaluated by cubic polynomials, and we compare it with the previous known PPSs constructions. And then, after describing some general properties PPSs and their optimal pairs (or optimal families), we give a general approach for constructing optimal PPS families. Here, we would like to note that the general approach in Theorem 4 can be applied for any other PPSs to construct optimal families without complex calculation for showing their optimality. By using the general approach, we obtain new optimal families of \( p \)-ary PPSs of period \( p^k \) each of which comes from cubic polynomials. The constructed optimal families are of size \( p - 1 \). As mentioned in Remark 2, all the known optimal PPS families of period \( p^k \) has of size \( p - 1 \). It would be an interesting problem to answer to the question: what is the limit on the size of optimal PPS families of period an odd prime power \( p^k \)?
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