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Abstract—In this letter, we propose a new construction of girth-8 Quasi-Cyclic Low-Density Parity-Check codes (QC-LDPC) with various lengths for the global navigation satellite systems (GNSS). This scheme combines two steps. The first is the construction of a family of regular girth-8 QC-LDPC codes of various lengths and rates with two designed sequences. The second is the performance improvement of those from the first construction of half-rate cases using a proposed weight matrix so that the result becomes type-II QC-LDPC codes. This results in some final codes with short lengths of 600, 1200, and 1800, especially for future GNSS. We performed a simulation and confirmed that the proposed QC-LDPC codes of lengths 600 and 1200 have an additional coding gain about 0.3 dB at frame error rate $10^{-5}$ over the LDPC codes used in the Global Positioning System.
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I. INTRODUCTION

The reliable transmission of the global navigation satellite system (GNSS) message is an essential requirement affecting the service quality of the GNSS receivers. The Global Positioning System (GPS) is a representative of GNSS, and it has three message types: legacy navigation (LNAV), civil navigation (CNAV) and CNAV-2. CNAV is a message structure proposed for civilian L2C and L5 signals in the modernized GPS [1]. The CNAV message format is known to be more flexible than that of LNAV [16].

Various types of error-correcting codes (ECC) were adopted to increase the reliability of GNSS signal transmission and reception. The half-rate $(171, 133)_8$ convolutional code is the most widely used in the GNSS standards [6]. In addition, Reed-Solomon (RS) codes as well as low-density parity-check (LDPC) codes were also applied to some GNSS standards [2], [3]. Recently, some RS codes combined with orthogonal modulations are designed for future GNSS [5]. Quasi-cyclic LDPC (QC-LDPC) codes [8] have attracted the attention from many researchers in mobile communications in large because the decoder can be implemented with parallel operations.

For QC-LDPC codes, one famous approach is to construct first an $M \times N$ exponent matrix $E = [e(i, j)]$ and then to substitute some circulant permutation matrices (CPM) into $e(i, j)$ for the final parity check matrix of size $MP \times NP$, where $P$ is the size of the CPM. The multiplication table method is generally used for the shape of the exponent matrix $E = [e(i, j)] = [a_i b_j]$, where the sequences $a_i$ and $b_j$ should be appropriately designed [4], [9], [10], [14], [15], [17], [18], [20]. A series of constructions [18], [20] for two sequences $a_i$’s and $b_j$’s using the greatest common divisor (gcd) constraint were proposed for girth 8. A construction for girth-8 QC-LDPC codes with column multiplier was proposed [15]. The construction of RS based QC-LDPC codes was proposed [17]. Their exponent matrices are also some multiplication tables. [14] and [4] obtained some QC-LDPC codes with girth 8 using the multiplication table approach with additional all-zero left-most column and all-zero top-row, which is called ‘sequentially multiplied columns’ (SMC) method. Another simple construction of QC-LDPC codes of girth 8 was also proposed [10]. Here, a $3 \times t$ exponent matrix is constructed over GF$(P)$ with a prime $P = t^2 + 1$.

A protograph is a bipartite graph allowing some multiple edges. The QC-LDPC codes can be treated as a special case of protograph LDPC codes [7]. In this sense, we could construct type-II QC-LDPC codes with at most double edges [19]. Construction of type-II RS-based QC-LDPC codes (girth-8) was proposed for better performance [9]. Type-II means that at most double edges can appear in its protographs. Constructing type-II QC-LDPC codes with cyclic difference set sequences was proposed [19]. The conditions for the non-existence of 4-cycles and 6-cycles for type-II or multi-edge type QC-LDPC codes are considered in [12], [13], and [19].

In this letter, we propose a new construction of girth-8 QC-LDPC codes for CNAV message structure. This scheme combines two steps. The first is the construction of a family of regular girth-8 QC-LDPC codes of various lengths and rates with two designed sequences. The second is the performance improvement of those from the first construction of half-rate cases using a proposed weight matrix so that the result becomes type-II QC-LDPC codes. This results in some final codes with short lengths of 600, 1200, and 1800. We performed a simulation and confirmed that the proposed QC-LDPC codes of lengths 600 and 1200 have an additional coding gain about 0.3 dB at FER $10^{-5}$ over the LDPC codes used in the GPS.

This letter is organized as follows. Section II describes the main construction for girth-8 QC-LDPC codes in two steps. Section III shows the proposed QC-LDPC codes for future GNSS and their simulation results. Final section concludes the letter with some interesting open problems.

II. PROPOSED CONSTRUCTION FOR QC-LDPC CODES

We propose a combined approach of the construction for QC-LDPC codes as discussed in Introduction. We...
designed two sequences satisfying some specific conditions for avoiding 4-cycles and 6-cycles to construct an exponent matrix. Then, the parity-check matrices of QC-LDPC codes will be obtained by substituting some appropriate CPMs. The resulting QC-LDPC codes of girth 8 still have to be modified for better performance. We extend our methods to construction final girth-8 type-II QC-LDPC codes.

A. The First Step: Construction With Girth at Least 8

Let \( M, N \) and \( P \) be some integers with \( M < N < P \). We consider an exponent matrix \( E = [e(i, j)] \) of size \( M \times N \). Then, a binary QC-LDPC code is the null space of an \( MP \times NP \) parity-check matrix \( H = [H_{e(i, j)}] \), where \( H_{e(i, j)} \) is the \( P \times P \) identity matrix cyclically shifted by \( e(i, j) \) for \( i = 0, 1, \ldots, M - 1 \) and \( j = 0, 1, \ldots, N - 1 \). Here, \( H_{e(i, j)} \) is called a CPM. The resulting QC-LDPC code will have the rate at least \( \frac{N - M}{N} \) and the length \( NP \).

There have been several approaches to design \( E = [e(i, j)] \). We use \( e(i, j) = a_i b_j \) with some pre-designed integer sequences \( a_i \)'s and \( b_j \)'s for \( i = 0, 1, \ldots, M - 1 \) and \( j = 0, 1, \ldots, N - 1 \). In this case, we take the remainder after \( a_i b_j \) is divided by \( P \) so that \( 0 \leq e(i, j) < P \) for all \( i, j \).

For the constructed QC-LDPC codes from \( E \) with CPM’s of size \( P \), the necessary and sufficient condition for the existence of a cycle of length \( 2c \) is [8] becomes

\[
\sum_{i=0}^{c-1} (a_i b_{j_i} - a_i b_{j_{i+1}}) \equiv 0 \pmod{P} \quad (1)
\]

for some sequences \( a_{i_0}, a_{i_1}, \ldots, a_{i_{c-1}} \) and \( b_{j_0}, b_{j_1}, \ldots, b_{j_c} \), where \( b_{j_0} = b_{j_c}, a_{i_i} \neq a_{i_{i+1}} \) and \( b_{j_i} \neq b_{j_{i+1}} \) for \( 0 \leq i \leq c-1 \).

For the case of cycles of length 4 in Tanner graph of \( H \), the condition for the existence becomes \((a_i - a_j)(b_x - b_y) \equiv 0 \pmod{P}\) for some \( a_i, a_j, b_x \) and \( b_y \) where \( 0 \leq i < j < M \) and \( 0 \leq x < y < N \). It would be a good initial choice for \( a_i \)'s all distinct mod \( P \) and \( b_j \)'s all distinct mod \( P \) as well. We note that this is not sufficient for the non-existence of a 4-cycle. The sufficient condition is the negation of (1) when \( c = 2 \) for all \( a_i \)'s and \( b_j \)'s.

The second figure of Figure 1 shows a possible pattern of a cycle of length 6 in a \( 3P \times 3P \) submatrix of the parity-check matrix \( H \). For the case of cycles of length 6 in Tanner graph of \( H \), the condition for the existence of a 6-cycle becomes (1) when \( c = 3 \) for all \( a_i \)'s and \( b_j \)'s. The final result contains six relations, one of which is given as \((a_i - a_j)(b_x - b_y) + (a_j - a_k)(b_y - b_z) \equiv 0 \pmod{P}\) for some \( a_i, a_j, a_k \) and \( b_y, b_z, b_x \).

Construction 1: For any positive integers \( M, N \) and \( P \) with \( M < N < P \), we proceed as follows:

1) Find two integer sequences \( a = (a_0, a_1, \ldots, a_{M-1}) \) and \( b = (b_0, b_1, \ldots, b_{N-1}) \) satisfying the conditions which are negations of (1) for \( c = 2 \) and 3, and also \( a_0 < a_1 < \cdots < a_{M-1} \) and \( b_0 < b_1 < \cdots < b_{N-1} \).

2) Choose \( m \) and \( n \) with \( 1 \leq m \leq M \) and \( m < n \leq N \).

3) Pick up \( m \) terms from \( a \) and \( n \) terms from \( b \) with order preserved (and re-index the terms if it is necessary) and obtain two sequences \((a_0, a_1, \ldots, a_{m-1})\) and \((b_0, b_1, \ldots, b_{n-1})\), which become also increasing sequences of integers.

4) Choose a positive integer \( K \), and construct \( E = [e(i, j)] \) with

\[
e(i, j) = a_i b_j \pmod{KP}.
\]

and \( H = [H_{e(i, j)}] \) by substituting CPM’s of size \( KP \) appropriately.

Then we have a regular rate \((n-m)/n\) girth-8 QC-LDPC code of length \( nKP \) and dimension \( mKP \) as a null space of \( H \).

Remark 1: Note that the exponent matrix \( E = [e(i, j)] \) will result in a QC-LDPC code of girth at least 8 when \( K = 1 \). It seems to be not obvious to check that \( E = [e(i, j)] \) with \( K > 1 \) also result in those of girth at least 8. We would like to emphasize that the above two exponent matrices are different since \( e(i, j) = a_i b_j \) is now computed mod KP. We claim that if \( E = [e(i, j)] \) computed mod P satisfies the condition in Step 1) of the construction, then those computed mod KP also satisfies the similar condition mod KP.

Proof: If \((a_i - a_j)(b_k - b_l) \equiv 0 \pmod{KP}\) for some \( a_i, a_j, b_k \) and \( b_l \), then \((a_i - a_j)(b_k - b_l) \equiv KPq \equiv 0 \pmod{P}\). This takes care of the non-existence of 4-cycles. The 6-cycles can be treated similarly.

Example 1: For \( M = 4, N = 8 \) and \( P = 70 \), we found \( a = (1, 2, 3, 4) \) and \( b = (2, 9, 17, 31, 29, 39, 46) \) according to Step 1) of Construction 1. Table 1 shows the rates and lengths of constructed girth-8 QC-LDPC codes family using \( a \) and \( b \) and various shortened sequences of length \( m \) and \( n \) when \( P = 70 \) \((K = 1) \). Another family can also be obtained from Step 4) of Construction 1 when \( K = 2, 3, 4 \).

Figure 2 shows the performance of some selected girth-8 QC-LDPC codes family of Example 1. Figure 2a shows the FER performance of the codes with \( m = 4 \) fixed and \( n \) taking values from 8 to 5 so that the rate changes from 1/2 to 1/5. Observe that the length becoming shorter affects more than the rate becoming smaller in this case. Figure 2b shows the FER performance of the codes with \( n = 8 \) fixed and \( m \) taking values from 4 to 1 so that the rate changes from 1/2 to 7/8. Here, the length is fixed to be \( nP = 560 \). As \( m \) gets smaller, the rate gets higher and the performance becomes worse as expected. Figure 2c shows the FER performance of the codes of rate 1/2 fixed with various combinations of \( m \) and \( n \). As \( m \) and \( n \) get smaller, the performance becomes worse, and we guess it is because the code lengths becomes smaller.

Remark 2: We would like to note that the performance remains the same for any selection of \( m < M \) terms from \( a = (1, 2, 3, 4) \). For example, for \( m = 2 \), the selections are \((1, 2), (1, 3)\) or \((1, 4)\), etc. We have checked by simulation that

<table>
<thead>
<tr>
<th>length</th>
<th>560</th>
<th>490</th>
<th>420</th>
<th>350</th>
<th>280</th>
<th>210</th>
<th>140</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8/8</td>
<td>3/7</td>
<td>2/6</td>
<td>1/5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5/8</td>
<td>4/7</td>
<td>3/6</td>
<td>2/5</td>
<td>1/4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6/8</td>
<td>5/7</td>
<td>4/6</td>
<td>3/5</td>
<td>2/4</td>
<td>1/3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7/8</td>
<td>6/7</td>
<td>5/6</td>
<td>4/5</td>
<td>3/4</td>
<td>2/3</td>
<td>1/2</td>
</tr>
</tbody>
</table>
all these have the same or similar performance. We believe that the same is true for any selection of $n < N$ terms from $b$.

Figure 2d shows the FER performance of the codes with $a$ and $b$ designed in Example 1 with $KP$ when $P = 70$ and $K = 1, 2, 3,$ and $4$. As the value of $KP$ becomes larger, the length gets larger. Therefore, it would be reasonable to suspect that the performance gets better as $K$ gets larger. We discuss this in the following remark.

Remark 3: We have checked by simulation that the performance gets better as $K$ gets larger until $K = 4$ and then it gets worse for $k = 5, 6$ and $9$. This made us to wonder if one can conclude that there exists a value $K$ such that the FER performance is the best for given $a$ and $b$ in Step 3) of the construction with $P$. We guess that such a value might be around the minimum of $a_{m-1}$ and $b_{n-1}$ in Step 3) of the construction.

B. The Second Step: Construction of Half-Rate Type-II QC-LDPC Codes With Girth 8

The proposed girth-8 QC-LDPC codes using two designed sequences in Section II-A are $(m, n)$ regular LDPC codes. In the sense that $(m, n)$ regular QC-LDPC codes can be treated as all-1 protograph of size $m \times n$, we could construct a protograph with at most double edges for a girth-8 type-II QC-LDPC codes in order to improve the error performance. For this, the weight matrix of a protograph should be the same as the size of the exponent matrix constructed in the previous section.

A weight matrix $W = [w(i, j)]$ of a protograph for type-II QC-LDPC codes is an $m \times n$ matrix of 0, 1 or 2. We propose the weight matrix $W = [w(i, j)]$ for half-rate type-II QC-LDPC codes with $n = 2m$ as follows:

$$W = \begin{bmatrix}
1 & 1 & 2 & 1 & \cdots & 1 \\
1 & 1 & 2 & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & 1 & 1 & 2
\end{bmatrix}$$

where the blank represents ‘zero.’ Note that every variable node on the left-half side has degree 2. The right-half side has 2 on the diagonal and 1 otherwise. Thus, every variable node on the right-half side has degree $m + 1$.

It is well-known that the error performance of the QC-LDPC codes can be improved by the graphical shape of the protograph. If a QC-LDPC code is generated by the protograph whose subgraph of all degree-2 variable nodes are cycle-free, then it has error performance that falls double exponentially [11]. For this, we design the length of the walk composed of degree-2 nodes as large as possible in designing the weight matrix in (3).

Construction 2: We start from the $[2mKP, nKP]$ QC-LDPC code from Construction 1 with the parity-check matrix $H = [H_{e(i,j)}]$ and $m \geq 3$. The proposed type-II QC-LDPC code will have the parity-check matrix $H = [P_{i,j}]$ where $P_{i,j}$ is now determined by the weight matrix $W = [w(i, j)]$ in (3) as follows: for $0 \leq i < n$ and $0 \leq j < 2m$,

$$P_{i,j} = \begin{cases}
0, & \text{if } w(i, j) = 0 \\
H_{e(i,j)}, & \text{if } w(i, j) = 1 \\
H_{e(i,j)} + H_{e(i,i+2 \pmod m)}, & \text{if } w(i, j) = 2.
\end{cases}$$

Recall that $e(i,j) = a_ib_j \pmod{KP}$. Two sequences $a$ and $b$ from Construction 1 maintain the non-existence conditions for 4-cycles and 6-cycles when $w(i,j) = 0$ or 1. When $w(i,j) = 2$, two CPMs of size $KP$ are added, and now we have to check whether there are any additional 4- or 6-cycles. In the following, we consider only the cases with $K = 1$. The general case will be treated in Remark 4 following the discussion.

Figures 3 and 4 show the additional patterns of 4-cycle and 6-cycle due to the newly introduced term $H_{e(i,i+2 \pmod m)}$. For the cycle of length 4, we need to consider 2 sizes of submatrices which are 2 × 2 and 1 × 1 shown in Fig. 3 (a) and (b). For the case of 2 × 2 submatrix, there are $[\frac{3}{2}]$ (4 subcases) and $[\frac{1}{2}]$ (1 case). In any of such cases, a condition for the existence of a 4-cycle with a single participation of the terms $H_{e(i,i+2 \pmod m)}$ is

$$a_i(b_{i+2 \pmod m} - b_y) - a_j(b_x - b_y) \equiv 0 \pmod{P},$$

for some $a_i, a_j, b_x, b_y, b_{i+2 \pmod m}$. The condition with double participations of this term becomes

$$a_i(b_{i+2 \pmod m} - b_y) - a_j(b_x - b_{j+2 \pmod m}) \equiv 0 \pmod{P},$$

for some $a_i, a_j, b_x, b_y, b_{i+2 \pmod m}, b_{j+2 \pmod m}$.

For the subcase of 1 × 1 submatrix, the condition becomes

$$2a_i(b_x - b_{i+2 \pmod m}) \equiv 0 \pmod{P},$$

for some $a_i, b_x, b_{i+2 \pmod m}$. 

---

Fig. 2. Performance of some selected cases in example 1 from construction 1.

Fig. 3. Additional 4-cycle patterns in construction 2.
For the cycle of length 6, we need to consider 4 sizes of submatrices which are $2 \times 2$, $2 \times 3$, $3 \times 2$ and $3 \times 3$ shown in Fig. 4 (a), (b), (c), (d) and (e). For the case of $2 \times 2$ submatrix, there are $\begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}$ (4 subcases in Fig. 4(a)) and $\begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}$ (4 subcases in Fig. 4(b)). A condition for the existence of 6-cycles with a single participation of the term $H_{e, (i, i+2 \pmod{m})}$ is $a_i(b_x - b_{i+2 \pmod{m}}) + (a_i - a_j)(b_x - b_j) \equiv 0 \pmod{P}$, for some $a_i, a_j, b_x, b_y, b_{i+2 \pmod{m}}$. The condition with double participations of the term becomes $a_i(b_x - b_{i+2 \pmod{m}}) + a_j(b_y - b_{j+2 \pmod{m}}) \equiv 0 \pmod{P}$, for some $a_i, a_j, b_x, b_y, b_{i+2 \pmod{m}}, b_{j+2 \pmod{m}}$.

For the case of $2 \times 3$ submatrix, there are $\begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}$ (2 subcases) and $\begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}$ (2 subcases), both are shown on the left of Fig. 4 (c) and (d). In any of such cases, a condition for the existence of a 6-cycle with a single participation of the term $H_{e, (i, i+2 \pmod{m})}$ is $a_i(b_y - b_{i+2 \pmod{m}}) + (a_i - a_j)(b_x - b_j) \equiv 0 \pmod{P}$, for some $a_i, a_j, b_x, b_y, b_{i+2 \pmod{m}}, b_z$. The condition with double participations becomes $a_i(b_x - b_y + b_{i+2 \pmod{m}} - b_z) + a_j(b_{j+2 \pmod{m}} - b_z) \equiv 0 \pmod{P}$, for some $a_i, a_j, b_x, b_y, b_{i+2 \pmod{m}}, b_z, b_{j+2 \pmod{m}}$. The case of $3 \times 2$ submatrix can be treated similarly.

For the case of $3 \times 3$ submatrix, there are basically six types shown in Fig. 4(e). Consider for example the very first group (two left-most) shown in Fig. 4(e). Each dot can correspond to the value 1 or the value 2, and there are 13 possibilities for this group. Note that the multiple occurrence of the value 2 is restricted so that they cannot come to the same row, the same column, and on the positive-slope lines. In any of such cases, a condition for the existence of a 6-cycle with a single participation of the term $H_{e, (i, i+2 \pmod{m})}$ is $a_i(b_x - b_{i+2 \pmod{m}}) - a_kb_y + a_jb_y - a_jb_z + a_kb_z - a_kb_{i+2 \pmod{m}} \equiv 0 \pmod{P}$, for some $a_i, a_j, a_k, b_x, b_y, b_z, b_{i+2 \pmod{m}}$. The conditions with double or triple participations of the terms can be similarly treated. For the second group (next two left-most), there are 9 possibilities. For the third and fourth (one in each group), there are 13 and 8 possibilities, respectively. The condition for the existence of a 6-cycle can be found similarly according to the single or double participations of the new term.

Two sequences $a$ and $b$ in Step 1) of Construction 1 have to satisfy the additional conditions that are negations of all the conditions discussed just above in order to construct type-II codes in Construction 2. We now take care of the cases $K > 1$ as a remark.

Remark 4: Let $E = [a_i b_j]$ be the result of Construction 1 and computed mod $P$. If it satisfies the additional non-existence conditions for 4-cycles and 6-cycles, then the same matrix computed mod KP also satisfies the similar conditions mod KP. This must be obvious by the proof similar to those at the end of Remark 1.

Example 2: We choose $M = m = 4$, $N = n = 8$ and two choices of $P$ in the following with $K = 1$.

- We choose $P = 70$ and obtain two sequences $a = (1, 2, 3, 4)$ and $b = (2, 8, 15, 21, 26, 32, 39, 45)$ from Construction 1 and satisfying the additional non-existence conditions. Then we apply Construction 2 to obtain a girth-8 type-II QC-LDPC codes with length 560.

- We choose $P = 200$ and obtain two sequences $a = (1, 2, 3, 4)$ and $b = (1, 2, 6, 7, 24, 26, 31, 67)$ from Construction 1 and satisfying the additional non-existence conditions. Then we apply Construction 2 to obtain a girth-8 type-II QC-LDPC codes with length 1600.

Figure 5 shows the error performance of the proposed [560, 280] and [1600, 800] girth-8 type-II QC-LDPC codes, respectively, in Example 2. It also shows the [576, 288] and [1680, 840] type-II QC-LDPC codes from Sidon sequences [19]. We use sum-product decoding with the maximum number of iteration as 50 under assumption of AWGN channel and BPSK modulation. We observe that the proposed girth-8 type-II QC-LDPC codes outperform the ones from [19] for both cases, even though the lengths are slightly smaller.

III. GIRTH-8 TYPE-II QC-LDPC CODES FOR GNSS

In the remaining of this letter, we consider the CNAV message structure for various message lengths: 300, 600 and 900 bits to be applicable for legacy systems and future message length modifications. This gives the codes of lengths 600, 1200 and 1800, respectively. We design three different QC-LDPC codes with the proposed scheme based on Constructions 1 and 2 as follows:

We choose $M = 4$, $N = 8$ and $P = 75$. We obtain two sequences $a = (1, 2, 3, 4)$ and $b = (1, 4, 18, 56, 61, 63, 69)$ from Construction 1 and satisfying the additional non-existence conditions. We now use $K = 1, 2, 3$ for the exponent matrix $E$ for three different parameters. Then we apply Construction 2 to obtain a family of three different half-rate girth-8 type-II QC-LDPC codes. We obtain the code of length 600 for $K = 1$, and those of lengths 1200 and 1800 for $K = 2$ and $K = 3$, respectively.
We observe that the condition (4) can never be satisfied when \( P \) is odd. Note that three exponent matrices above can differ with each other depending on the CPM size \( KP \) even they are from the same sequences \( a \) and \( b \). Here, we achieve various lengths by changing the value only of \( K \).

The FER performance of the proposed half-rate girth-8 type-II QC-LDPC codes is shown in Fig. 6. We assume the BPSK modulation and transmission over AWGN channels. For decoding, we use the conventional sum-product algorithm with at most 50 iterations. For the comparison, we also simulated the two half-rate LDPC codes with lengths 548 and 1200, which are currently used in the GPS L1C signals [2]. It is clear from the figure that the proposed codes are slightly better. The improvement is about 0.2 \( \sim \) 0.3 dB at FER of \( 10^{-5} \) for the lengths 600 and 1200. We note that one of the current LDPC codes in the GPS has length 548 which is slightly shorter than 600. We also note that the proposed code of length 1800 can also be a good candidate for the future use in the GPS.

IV. CONCLUDING REMARK

We proposed in this letter a family of girth-8 QC-LDPC codes of various lengths and rates in Construction 1 and half-rate type-II codes of lengths 600, 1200, and 1800 for the future GNSS in Construction 2. We would like to conclude this letter by mentioning some interesting open problems in this process.

The first is the question of the existence of two increasing integer sequences \( a \) and \( b \) of length \( M \) and \( N \), respectively, satisfying various conditions for ruling out the existence of 4- and 6-cycles in Step 1 of Construction 1. We guess initially that such sequences are abundant for any modulus \( P \), but an exhaustive search by computation shows that no such \( b \) of length \( N = 10 \) exists for \( a = (1, 2, 3, 4, 5) \) and \( P = 60 \). For which parameters \( M < N < P \) and why do such integer sequences \( a \) of length \( M \) and \( b \) of length \( N \) satisfying the conditions mod \( P \) exist?

Two other open problems are essentially mentioned in Remark 2 and Remark 3. Due to the space limitation, we will stop here.

REFERENCES