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Two new models for semantic communication systems are proposed.
The first model incorporates the convolutional block attention mod-
ule, which considers attention techniques in both the channel and spa-
tial domains. The second model applies the efficient channel attention
(ECA) network with reduced complexity. Experimental results demon-
strate that the convolutional block attention module-equipped model
improved signal-to-distortion ratio performance by 25% at a signal-
to-noise ratio of 0 dB while maintaining a similar number of param-
eters compared to the existing model using squeeze-and-excitation net-
work. Meanwhile, the efficient channel attention-equipped model re-
duced parameters by approximately 48% without any degradation in
performance compared to the existing model.

Introduction: Shannon and Weaver [1] classified communication sys-
tems into three levels, which have significantly contributed to the devel-
opment of communication systems. The first level, symbol transmission,
addresses the technical issue of how accurately communication signals
can be transmitted, primarily measured at the bit or symbol level. The
second level, semantic exchange, focuses on how clearly the transmit-
ted symbols convey the intended meaning. The third level, effectiveness
of semantic exchange, deals with how efficiently the received semantic
information influences the desired actions and tasks. Among these, the
second semantic level places more emphasis on what to convey than on
how to convey it. This level helps in understanding and acting upon the
task, extracting essential data for information transmission. This reduces
the amount of data to be transmitted or recovered, saving bandwidth and
reducing data traffic, thus achieving high system efficiency.

Based on the semantic level, semantic communication systems trans-
mit semantic information at the transmitter and minimize errors at the
semantic level at the receiver. Building upon this concept, [2] proposed
the SCHARQ model, incorporating the SC-RS-HARQ module that com-
bines hybrid automatic repeat request (HARQ), semantic coding (SC),
and Reed–Solomon (RS) channel coding into an end-to-end architec-
ture. This model enables the transmission of codewords and sentences
across a range of lengths, moving away from traditional fixed-length
constraints. In addition, various semantic communication system models
dealing with diverse data types such as images, text, and speech based
on the semantic level have been proposed [3–6].

Recently, a deep learning scheme named DeepSC-S-SER [7] was in-
troduced for speech semantic communication systems. Additionally, [8]
proposed a more efficient semantic communication technique that con-
siders both speech-to-text and speech-to-speech transmissions, surpass-
ing the DeepSC-S-SER. This paper aims to focus exclusively on the
speech-to-speech transmission environment to propose a method that ex-
ceeds the existing DeepSC-S-SER technique. [7] incorporated one of the
attention modules, squeeze-and-excitation network (SENet) [9], along
with residual connections. However, this approach has performance lim-
itations as it primarily focuses on channel domain attention and in-
volves high complexity due to numerous parameters. To address these
issues, we propose two new models, DeepSC-S-CBAMR and DeepSC-
S-ECAR. These models overcome the limitations of the DeepSC-S-
SER by incorporating the convolutional block attention module (CBAM)
[10], which considers attention techniques in both the channel and spa-
tial domains, and the efficient channel attention (ECA) [11] network with
reduced complexity. Experimental results show that DeepSC-S-CBAMR
exhibits superior performance, while DeepSC-S-ECAR achieves a sig-

Fig. 1 The architecture of a semantic communication system for speech sig-
nal transmission

nificant reduction in complexity compared to the existing DeepSC-S-
SER.

System model: The system model consists of a process where speech
data is taken as input, compressed through an encoder, noise is added at
the channel layer, and then the speech signal is restored through a de-
coder. The input speech dataset to the model is an B × W sized input
sample sequence S, where B represents the batch size, and in order to
align speech datasets of varying lengths to the same length, the sam-
ple sequence length is set to an arbitrary value of W = 16, 384. Before
passing through the semantic encoder, input samples are framed into a
signal m of size B × F × L, where L = 128, and F = 128. This process
involves reconstruction without feature learning or extraction, and the
framed signal m is used as the input to the encoder.

The encoder consists of a semantic encoder and a channel encoder.
Through the semantic encoder, which is composed of several attention
modules, the semantic information of the speech is learned, and it out-
puts the trained features b of size B × F × L × D. These features are
then passed to the channel encoder, which is composed of 2-dimensional
convolutional neural network (2D CNN), and it transforms the features
b of size B × F × L × D into U of size B × F × 2N . To transmit the
output U to the channel layer, a reshape layer is used to transform it into
X of size B × FN × 2. In the channel layer, the transformed X is used
as input, noise is added, and it outputs Y by the following equation:

Y = HX + W , (1)

where H represents the channel coefficient vector, and W represents a
Gaussian noise vector with zero mean and specific variance.

The received signal Y is then transformed into V of size B × F × 2N
using a reshape layer before being passed to the channel decoder. The
decoder is composed of a semantic decoder and a channel decoder, both
of which consist of multiple attention modules similar to the semantic
encoder. The transformed V is sent to the channel decoder, which is com-
posed of 2D CNN, and it outputs b̂ of size B × F × L × D. Subsequently,
in the semantic decoder, b̂ is transformed into m̂ of size B × F × L,
which is then deframed to ŝ for signal restoration. The structure of this
semantic communication system for speech signal transmission is illus-
trated in Figure 1.

Semantic encoder and decoder with attention module: In speech sig-
nals, the magnitude of the sound often strongly correlates with the im-
portance of the information. Therefore, by utilizing attention mecha-
nisms, we aimed to focus on signals with larger amplitudes compared
to silent moments near zero amplitude, to extract features that consider
more meaningful information. Attention mechanisms are often used
with transformer structures, as shown in [8], we found that for the speech
dataset considered in this paper, attention modules based on CNNs are
more effective than those based on transformer structures.

In order to learn, extract, and restore essential information from
speech signals, both the semantic encoder and semantic decoder utilize
an attention module. The attention module consists of three components:
the split layer, transition layer, and attention layer. The speech signal,
framed to adjust its size and dimensions and denoted as m, is input into
the split layer. The split layer generates multiple blocks, and in addition,
all these blocks are concatenated. Each block in the split layer includes
a convolutional layer, batch normalization, and ReLU activation. The
transition layer reduces the dimension of the output from the split layer
to create signal p. The attention layer is employed to emphasize the key
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Fig. 2 CBAM-ResNet module applied to the DeepSC-S-CBAMR

features of the data. To achieve this, it generates an attention factor z
from signal p and produces a weighted output by multiplying z with
signal p. Additionally, to alleviate the vanishing gradient problem that
may arise due to a deep network structure, a residual network is applied
by adding the module’s input to its output. To ensure data compatibility,
the output of the attention layer is passed through a reshape layer. By
repeating this attention module multiple times, it effectively extracts
the crucial meaning inherent in the information. The semantic decoder
follows a similar process to the semantic encoder. In the semantic
decoder, a CNN layer is added to the last layer to make the inputs from
the semantic encoder and the outputs from the semantic decoder match.

Attention module with SENet: The authors of [7] propose an SE-ResNet
module that includes SENet and a residual connection. The SENet con-
sists of squeeze and excitation stages. First, the squeeze stage reduces the
dimensions of each channel to calculate channel weights, transforming
the channel dimensions into one-dimensional. Next, the received feature
map of size M × N × C is compressed to 1 × 1 × C using global aver-
age pooling (GAP). By summing all the values for a single channel and
dividing by M × N , it compresses to 1 × 1 × 1. Since the feature map
has C channels, connecting all of them results in a size of 1 × 1 × C.
In the excitation stage, the generated 1 × 1 × C vector from the squeeze
stage is normalized to assign weights. This process involves fully con-
nected (FC) layers, ReLU activation, another FC layer, and sigmoid acti-
vation. In the first FC layer, the input vector of size 1 × 1 × C is reduced
to 1 × 1 × C

r . The compressed vector passes through ReLU activation
and proceeds to the second FC layer. Here, the input signal is expanded
back to 1 × 1 × C, and the sigmoid function generates the output vector.

Proposed attention module with CBAM: The SENet can apply atten-
tion only in the channel domain of feature maps, whereas the CBAM
has the capability to apply attention to both the channel and spatial do-
mains. Therefore, we propose CBAM-ResNet by integrating CBAM into
the attention layer of the semantic encoder and decoder. The complete
structure of the CBAM-ResNet module is illustrated in Figure 2.

CBAM-ReNet effectively extracts compressed features by utilizing
both channel attention and spatial attention, employing not only the GAP
as used in SE-ResNet but also global max pooling (GMP) in parallel.
The detailed structure of the channel attention is represented in Figure 3.
A shared multi-layer perceptron (MLP) is applied to two vectors encoded
separately by GAP and GMP, introducing non-linearity, and then the two
vectors are added. Subsequently, they pass through sigmoid activation to
generate the channel attention output.

The detailed structure of spatial attention is shown in Figure 3. For the
spatial attention input, created by multiplying the channel attention input
and the channel attention output, GAP and GMP are applied along the
channel axis. Next, a 2D CNN with a size of 7 × 7 is applied, followed
by sigmoid activation to generate the spatial attention output.

Fig. 3 Attention modules of CBAM-ResNet: channel attention module
(above); spatial attention module (below)

Fig. 4 ECA-ResNet module applied to the DeepSC-S-ECAR

Proposed attention module with ECA: As an alternative approach, we
propose ECA-ResNet by applying ECA to the attention layer to reduce
the high complexity in the channel attention process observed in the
existing SE-ResNet. The structure of the proposed ECA-ResNet is de-
picted in Figure 4.

ECA-ResNet achieves feature extraction with lower complexity by
utilizing 1D CNN instead of the double layered FC layer structure used
in SE-ResNet. Additionally, it effectively extracts local features, con-
tributing to superior performance with lower complexity. The output of
the 1D CNN passes through sigmoid activation and is multiplied with
the channel attention input to generate the channel attention output.

Experiments: The data used in this study is sourced from the Edin-
burgh DataShare’s speech dataset [12], sampled at 48 kHz, and com-
prises speech samples from 109 individuals with various intonations. To
align the data with the typical sampling rate of conventional telephone
systems, we downsampled it to 8 kHz.

In conventional wireless transmission systems, various preprocess-
ing techniques such as Fourier transformations, spectral analysis, and
spectrograms are commonly employed. However, these operations may
degrade the meaningful information inherent in the speech signal. In
this paper, we effectively extract semantic information embedded in the
speech signal by utilizing raw data instead of employing intricate prepro-
cessing steps. We exclusively perform frame transformations for model
training. We set the maximum number of training epochs to 150, and the
experimental setup, including model parameters, is consistent with prior
research [7].

Performance evaluation with SDR: Digital communication systems pri-
marily focus on accurately and efficiently transmitting information in
the form of bits, symbols, and frames from a transmitter to a receiver.
Therefore, commonly used performance metrics include the bit error
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Fig. 5 SDR score versus SNR with the traditional method, previous model,
and the proposed models

Table 1. The number of parameters and FLOPs for all models

Parameters FLOPs

DeepSC-S-SER [7] 344,179 713,350

DeepSC-S-CBAMR 342,715 717,024

DeepSC-S-ECAR 179,443 380,554

rate (BER), symbol error rate (SER), and frame error rate (FER). How-
ever, as our objective is the faithful reconstruction of the speech signal
at the receiver, we employ the signal-to-distortion ratio (SDR) [13] as
a performance metric, which measures the error between the original
and reconstructed speech signals. The SDR between the original speech
signal s and the reconstructed speech signal ŝ is expressed as follows:

SDR = 10log10

( ‖s‖2

‖s − ŝ‖2

)
. (2)

Figure 5 shows the SDR score graphs of the traditional method used
as a benchmark in [7], the existing DeepSC-S-SER model, and the
two proposed models, DeepSC-S-CBAMR and DeepSC-S-ECAR, all
trained on a Rician channel with a Rician factor of 3, for different signal-
to-noise ratios (SNR). The traditional method follows the ITU-T G.711
standard, using pulse code modulation (PCM) for source coding and
turbo codes for channel coding. Experimental results demonstrate that
the proposed DeepSC-S-CBAMR outperforms the baseline DeepSC-S-
SER model in terms of SDR score across all SNR levels, with a partic-
ularly significant improvement at lower SNR levels. In conditions with
low SNR, where noise interference is prevalent and speech quality and
clarity are compromised, achieving better performance indicates higher
robustness. Furthermore, another proposed model, DeepSC-S-ECAR,
also exhibits slightly better performance than the baseline DeepSC-S-
SER model.

Complexity analysis: The number of parameters serves as an indicator
of a model’s complexity, and generally, a larger number of parameters
implies a greater computational and time requirement for training the
model. Therefore, reducing the number of model parameters can lead
to shorter training and testing times, as well as faster and more stable
convergence of learnable parameters during the model training process.

Floating point operations (FLOPs) [14] are a metric used to measure
the computational workload of deep learning models. It quantifies the
total number of multiplication and addition operations performed by the
model, providing an indication of the model’s size. Hence, models with
slightly lower FLOPs are more efficient in terms of computational time.

Table 1 displays the parameter counts and FLOPs for the exist-
ing DeepSC-S-SER model and the two proposed models, DeepSC-S-
CBAMR and DeepSC-S-ECAR. Notably, DeepSC-S-CBAMR, which

demonstrated significant performance improvements, has parameter
counts and FLOPs that are both similar to those of the baseline DeepSC-
S-SER model. On the other hand, the alternative proposed model,
DeepSC-S-ECAR, exhibits a reduction of approximately 48% in pa-
rameter count compared to the baseline DeepSC-S-SER model, and
FLOPs are also reduced by about half. Considering that DeepSC-S-
ECAR achieves slightly better performance than the DeepSC-S-SER
model, it is evident that it is a highly efficient model in terms of com-
plexity.

Conclusion: In this paper, we proposed two deep learning models,
DeepSC-S-CBAMR and DeepSC-S-ECAR, for speech signal transmis-
sion. DeepSC-S-CBAMR exhibited significant performance improve-
ments compared to the existing DeepSC-S-SER model, particularly
showing substantial performance gains at low SNR levels. Additionally,
DeepSC-S-ECAR reduced the number of parameters affecting complex-
ity by approximately 48% and also halved the FLOPs without any per-
formance degradation. From the results, we anticipate that our proposed
models can be effectively applied to high throughput semantic commu-
nication systems, encompassing image and video as well as audio.
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