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But if the sequence is very long ?
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m-sequence of length 2" — 1 be generated by LFSR,
from primitive polynomial of degree n.
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Span property

For any m-sequence of period 2™ — 1, as consisting
of 0 and 1, all the binary n-tuples except the all-
zero appear exactly once in each period.

2" -1
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By Span property
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not repeated in one period
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Fully Connected layer
Activate function : ReLU
Neurons in each layer : 10L

Tensorflow 1.12.0
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Simulation Result

Accuracy =

Number of Successful Estimation

Number of Total Number to Estimate
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* Conclusion

DNN + m-sequence

We can estimate time-delay T with only part of sequence.

The length of received symbols can be changed by channel.



* Conclusion

? INN + | ? |[sequence

[t can be possible to estimate the time-delay accurately,
using other NN and other sequence.



