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System model

Transmitter

Idn:Toarma‘rlon — EﬂCOder' — codeword
( of length k) ( of length n > k) %

+ noise
—— codeword

Receiver 7
Estimated
information «~—— Decoder' < received data

data
( of length k) ( of length n > k)




:.0 RS code

- [n, k] narrow-sense RS code over F,m

Encoder
data > > codeword
do | dy di-1 g(Z) Co | &1
N ~ J - ~
k n
do+dz+ - dy_z81 Co T C1Z+

= d(z)
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:.0 RS code

- [n, k] narrow-sense RS code over F,m

g(z) = (Z + CZ)(Z + az) (Z + ar)’

wherer =n—k

Encoder
data > > codeword
do | d4 di—1 g(Z) Co | &1 Cn-1
N ~ J N ~ J
k n
do + dlz + .- dk_lzk_l CO + Clz + .- Cn_lzn_l

= d(z)

a is the root of the primitive polynomial
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%2 Example: [7,3] RS code over F,;

g2)=zZ+a)z+a®)(z+a3)(z+ a?)
=a’3+az+z%+ a3z3 + 74

data » codeword
a | a? | «
| | |
oy

a+ a’z + az?

= d(z)

a isthe rootof z3+z+1=0
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Example: [7,3] RS code over F,:

g2)=zZ+a)z+a®)(z+a3)(z+ a?)
=a’3+az+z%+ a3z3 + 74

Encoder
data > > codeword
YA
a | a? | «a g() a* a3 |a® |a* | a® | a | «
Vb A
a+ a’z+ az? d(z)g(z) =c(z) = a*+a’z+a°2% + a*23 + a®2* + az® + az®
= d(z)

aistherootofz3+z+1=0
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52 Decoding with errors and erasures

Received data
Decoder (with error and erasure)

it S — I

Erasure detection

}

h

Step F Errors and erasures correction

I
: |
I I
I I
. I
: Step A Replacing erasure by zero |
I I
I I
.pe . I
: Step B Modified syndrome computation |
I I
| | Decodi
. . . ecoain
: Step C | Determining error-locator polynomial : > ilure &
I
: | Decodin
| StepD Determining error locations ' » . &
| : failure
I [ .
I . . I Decoding
| Step E| Determining error and erasure values I > ilure
I
I I
I I
I I
I
I

—_—_——_——_————_——_———_— —_—- - e —_- —_- - —_—_—— — —_—— —_— —_— —_— —_— —

Decoded codeword

!

Decoding success
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Decoding with errors and erasures

Decoder

Received data
(with error and erasure)

e g e

Erasure detection

}

Step A Replacing erasure by zero

Step B Modified syndrome computation

Step C| Determining error-locator polynomial

_ Decoding
failure

Decoding

Step D Determining error locations

L J

failure

. Decoding

Step E | Determining error and erasure values

h

Step F Errors and erasures correction

—_—_——_——_————_——_———_— —_—- - e —_- —_- - —_—_—— — —_—— —_— —_— —_— —_— —

Decoded codeword

!

Decoding success
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Decoding with errors and erasures

Received data
Decoder (with error and erasure)

it S — I

h

Step F Errors and erasures correction

| 4 5 4 4

I

| Erasure detection : a’l fla’|a*|a™| a| f

l : | ToToil oo

| step A Replacing erasure by zero | a*|l 0 |la’la*|a*|a |0
| 7 7 U S

: : I 7 : AN >~

: Step B Modified syndrome computation | 17 (2) = a* + a®z% + a*z3 + a*z* + az®
I .

| | Erasure-locator polynomial:

. o Decodi

: Step C | Determining error-locator polynomial : > facifur';g 7(z) = (1 + a’z)(1 + a®2)
I

: | Decodin

| Step D Determining error locations | > oaine

| : failure

: . . ! Decoding

| Step E| Determining error and erasure values : > ilure

I

| I

| I

| I
I

I

—_—_——_——_————_——_———_— —_—- - e —_- —_- - —_—_—— — —_—— —_— —_— —_— —_— —

Decoded codeword

!

Decoding success
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Decoding with errors and erasures

Decoder

it S — I

Received data
(with error and erasure)

Erasure detection

}

Step A Replacing erasure by zero

|

step8 | Modified syndrome computation

17(2) = a* + a®z* + a*z3 + a*z* + az®

_ Decoding

Step C| Determining error-locator polynomial

failure

Decoding

Step D Determining error locations

L J

failure

. Decoding

Step E | Determining error and erasure values

h

Step F Errors and erasures correction

—_—_——_——_————_——_———_— —_—- - e —_- —_- - —_—_—— — —_—— —_— —_— —_— —_— —

Decoded codeword

!

Decoding success

2022-06-30

failure

Erasure-locator polynomial:
7(z) = (1 + a’z)(1 + a®2)



Decoding with errors and erasures

Decoder

Received data
(with error and erasure)

it S — I

Erasure detection

}

Step A Replacing erasure by zero

Step B Modified syndrome computation
|

Decoding

¥

failure

Decoding

Step C .
°p polynomial
v
Step D Determining error locations

L J

failure

. Decoding

Step E | Determining error and erasure values

h

[
|
[
[
|
[
[
[
[
[
[
Determining error-locator :
[
[
|
|
[
[
[
|
[
[
[
Step F Errors and erasures correction :

—_—_——_——_————_——_———_— —_—- - e —_- —_- - —_—_—— — —_—— —_— —_— —_— —_— —

Decoded codeword

!

Decoding success
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failure

the number of erasures: u = 2

LT |13 |1

a4— OK4 6(2 6

a

U

a(z): error-locator polynomial
o(z) =1+ a’z



Decoding with errors and erasures

the number of erasures: u = 2

LT | T3 |1

a* | a* | a? | a®

u>n-—=k

a(z): error-locator polynomial
n—k—,u‘ o(z) =1+ a*z
2

deg(a(z)) >

_ Decoding

failure

Decoding

L J

failure

Correctable range:

Received data
with error and erasure
Decoder ( )

i S ——— | ——
| I
| Erasure detection !
| I
| | |
: Step A Replacing erasure by zero |
| I
| |
: Step B Modified syndrome computation |

| I
I
: Sten C Determining error-locator :
| 7P polynomial |
| ) |
| Step D Determining error locations :
| :
I . .
| Step E | Determining error and erasure values :
| |

A A I
: Step F Errors and erasures correction :
e

Decoded codeword

!

Decoding success
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. Decoding
" failure

2v+u<n-—k

v: the number of errors
u: the number of erasures



Decoding with errors and erasures

Decoder

it S — I

Received data
(with error and erasure)

Erasure detection

}

Step A

Replacing erasure by zero

Step B

Modified syndrome computation

Step C

Determining error-locator polynomial

Step D

Determining error locations

Step E

Determining error and erasure values

h

Step F

Errors and erasures correction

—_———_——————— — — —_—_—— —_— —_— —_—. —_— —_— —_— —— ]

Decoded codeword

!

Decoding success
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_ Decoding

failure

Decoding
failure

. Decoding

failure

a(z): error-locator polynomial
o(z) =1+ a’z

Root of o(2): a3
The inverse of root:

4] Ty Te




Decoding with errors and erasures

Received data
with error and erasure
Decoder ( )
gt S — Fom——— -
| I
| Erasure detection :
I
| | |
: Step A Replacing erasure by zero |
| I
| |
I . - .
| Step B Modified syndrome computation : erasure value:
| | oo a? a
| Step C| Determining error-locator polynomial : > facifur';g *******************************************
| | error value:
I 0
I i 04
| Step D Determining error locations ' > Dec_c’dmg ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
| | : failure
I . &} T4 T,
| Determining error and erasure | ! Decoding °
| Step E values | failure 4 s| 4| 4
| ; | a*l0|a’|la*|a”la |0
I
: Step F Errors and erasures correction I
e B
Decoded codeword

!

Decoding success
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Decoding with errors and erasures

Received data
(with error and erasure)

Decoder
gt S — Fom——— -
| I
| Erasure detection :
I
| | |
: Step A Replacing erasure by zero |
| I
| |
I . -
| Step B Modified syndrome computation : erasure value:
| | oo a? a
| Step C| Determining error-locator polynomial I > :ifurlgg *******************************************
| | error value:
I 0
I .
| Step D Determining error locations ' > Dec_c’dmg ,,,,,,,,,,,,,,,,,,,,,,,,,g ,,,,,,,,,,,,,,,,
| I failure
| step E| Determining error and erasure values [ > ?;Turlgg 4 s 4] _a
| | a*| 0 |a’la*la*la |0
I
| stepr| Errors and erasures correction | U
e
¥ 4 3| 5| 4| 5
Decoded codeword ajlajalaaa|a

!

Decoding success
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Continued fractions

integer part  fractional part

S = Ao + To
e [ -«
' = ag t+

Field element 0 @+ 7

I
= Qo + ]
a4 +

a, + &)

Ao + (a1 + (az +
_Ap(ay +1) + By

- Cn(a, +71,) +D,

multiplication identity

4 (g 1))

sp: nt" approximation of s
 Anan+B, P,

_Cnan+Dn _QTL

Sn

2022-06-30

Phy1 = ani1Py + Ppq
Qn+1 = An+10n + On-1



&2 Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on
the continued fractions with 7'(z) and u erasures

I Input T, 75, ....T,, u.
2: Initialize k =0, P“Y(z) = 1, PY() = 1,

r—u
R(_”(E'.] =1+ Z T#ﬂ' . Z_j +X. z—{r—;.u—]},

1

r—y
.I?m}(:ﬂ} — Z Tp+_f- . Z_J + X . Z—{F—p+|].
=1

3: Increase k by 1.

coefficient of the highest degree term of R*"(z)

bff] — .
coefficient of the highest degree term of R%-2)(z)

4: Obtain the quotient @*'(z) and the remainder R*(z) such
that

b . R*? = a®) - RV + R ),

where a*'(z) must not contain negative powers of the in-
determg =

5: Obtain[PP(z) = a®'(z) - PV + 6© - P2

6: If the coefficient of the highest degree term of R¥(z) is
not X, go to Step 3.

7: Output the error-locator polynomial o(z) as the recipro-
cal polynomial of P*)(z) and stop.

2022-06-30



&2 Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on

the continued fractions with 7(z) and y erasures T. 1 TZ T3 T 4
I Input T, 75, ....T,, u.
2 Initialize k = 0, P<V(z) = 1, PO = 1, a* | at | a? | a®
R = 14 Z“ T ol 4 X oD the number of erasures: p = 2
Fl :

r—p
R{'C'}[z} = Z TJ—H_{ . Z_j +X. Z—{r—p+|‘].
=1
3: Increase k by 1.

coefficient of the highest degree term of R*"(z)

bff] — .
coefficient of the highest degree term of R%-2)(z)

4: Obtain the quotient @*'(z) and the remainder R*(z) such
that
BB . RED — g®) . RED 4 RB(,)

where a*'(z) must not contain negative powers of the in-
determinate z.

5: Obtain PH(z) = ab(z) - -1 + ) . =D

6: If the coefficient of the highest degree term of R*¥)(z) is
not X, go to Step 3.

7: Output the error-locator polynomial o(z) as the recipro-
cal polynomial of P*)(z) and stop.

2022:06:30 19



Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on

the continued fractions with 7(z) and y erasures T. 1 TZ T3 T 4
I Input T, 75, ....T,, u.
2. Imitialize k = 0, P="(z) = 1, PYz) = 1, C(4 C(4 (12 CZ6
R{'—lﬁ[:] — ] +Z qu—j‘ Z@+X z—{r—m—]} the number' Of ZPGSUI"CS- H = 2
P
- (-1) _ 2.,—-1 6.,—2 -3
R"(z)= i Ty O X 0, R™5(2) = 1t+a’z " +avz "+ Xz
= S— RO (z) = a’z7 '+ abz 2+ Xz73
3: Increase k by 1. :
p — coefficient of the highest degree term of R*"(z) X + any value = X
coefficient of the highest degree term of R*-2)(z)’ X - any value = X

4: Obtain the quotient @*'(z) and the remainder R*(z) such
that
BB . RED — g®) . RED 4 RB(,)

where a*'(z) must not contain negative powers of the in-
determinate z.

5: Obtain PH(z) = ab(z) - -1 + ) . =D

6: If the coefficient of the highest degree term of R*¥)(z) is
not X, go to Step 3.

7: Output the error-locator polynomial o(z) as the recipro-
cal polynomial of P*)(z) and stop.

2022:06:30 %



Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on

the continued fractions with 7'(z) and u erasures T. 1 TZ T3 T 4
I: Input T}, T5,.... T, pu.
2 Initialize k = 0, P<V(z) = 1, PO = 1, a* | at | a? | a®
R = 14 Z“ T ol 4 X oD the number of erasures: p = 2
Fl :

R(z) ET -4y . st R(_l)(z) = 14+a?z7 '+ az72+ X273
z) = TEF- .z :

= RO (z) = a’z7t+abz 2+ Xz73
3: Increase k by 1. :
) coefficient of the highest degree term of R*"(z) o2
| coefficient of the highest degree term of R&2)(z) | pD = T = a?

4: Obtain the quotient @*'(z) and the remainder R*(z) such
that
BB . RED — g®) . RED 4 RB(,)

where a*'(z) must not contain negative powers of the in-
determinate z.

5: Obtain PH(z) = ab(z) - -1 + ) . =D

6: If the coefficient of the highest degree term of R*¥)(z) is
not X, go to Step 3.

7: Output the error-locator polynomial o(z) as the recipro-
cal polynomial of P*)(z) and stop.

2022:06:30 2l



Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on

the continued fractions with 7'(z) and u erasures T. 1 TZ T3 T 4
I: Input T}, T5,.... T, pu.
2 Initialize k = 0, P<V(z) = 1, PO = 1, ; a* | at | a? | a®
R = 1 +§ T ol 4 X oD the number of erasures: p = 2
Fl :

R (z) ET i 4 x . D R(_l)(z) = 1+4+a’z7 ' +a®z72+ X273
)= utj* % 'z :

= RO (z) = a’z7l+abz 2+ Xz73
3: Increase k by 1. :
p — coefficient of the highest degree term of R*"(z) o2
~ coefficient of the highest degree term of R&-2)(z)" pD = T = a?

4: Obtain the quotient @*'(z) and the remainder R*(z) such
that

pH . RED — g0y . RED 4 R a® (z): the quotient of pMWRED - pO)
5 =z+a

where a*'(z) must not contain negative powers of the in-
determinate z. D ()- i W REL) = p)

5. Obtain PO = al(e) . PE-D 4 b . it R (z): the re_n21a|nder of bR - R

6: If the coefficient of the highest degree term of R*¥)(z) is = Xz
not X, go to Step 3.

7: Output the error-locator polynomial o(z) as the recipro-
cal polynomial of P*)(z) and stop.
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Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on

the continued fractions with 7'(z) and u erasures T. 1 T2 T3 T 4
I: Input T}, T5,.... T, pu.
2 Initialize k = 0, P<V(z) = 1, PO(z) = 1, a* | at | a? | a®
R = 1 +§ T ol 4 X oD the number of erasures: p = 2
Fl :

R (z) ET i 4 x . D R(_l)(z) = 1+4+a’z7 ' +a®z72+ X273
)= utj* % 'z :

= RO (z) = a’z7t+abz 2+ Xz73
3: Increase k by 1. :
BH _ coefficient of the highest degree term of R*"(z) o2
~ coefficient of the highest degree term of R&-2)(z)" pD = T = a?

4: Obtain the quotient @*'(z) and the remainder R*(z) such :
h : . _
ft p® . RED — g2y . RE-D 4 RB () a® (z): the quotient of pMWRED - pO)

; ; . =7 a
where a*'(z) must not contain negative powers of the in- +

determg = (1) . : (D p(-1) - p(0)

5: Obtain[PP(z) = a®(z) - P&V + p® . P2 RY(@): Te re_nz]amder of b1VR - R

6: If the coefficient of the highest degree term of R*¥)(z) is = Xz
not X, go to Step 3. :

7: Output the error-locator polynomial o(z) as the recipro- P(l) (Z) = z+a?
cal polynomial of P*)(z) and stop. :

2022-06-30 : 23



Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on
the continued fractions with 7'(z) and u erasures

I Input T, 75, ....T,, u.
2. Initialize k = 0, P<V(z) = 1, PO(z) = 1,

r—u
Rz =1+ Z Tpsj-z7 + X i),

1

r—H
R"(z) = Z Tyusj- oy x. e
=1
3: Increase k by 1.

coefficient of the highest degree term of R*"(z)

bff] — .
coefficient of the highest degree term of R%-2)(z)

4: Obtain the quotient @*'(z) and the remainder R*(z) such
that
BB . RED — g®) . RED 4 RB(,)

where a*'(z) must not contain negative powers of the in-
determinate z.
5. Obtain PP (z) = a®(z) - %1 + p®) . pl-2)

6] If the coefficient of the highest degree term of R"™(z) is
not X, go to Step 3.

T: Output the error-lfocator polynomal o(z) as the recipro-
cal polynomial of P*)(z) and stop.

2022-06-30

LT | T3 | T

a4 a4— (12 6

a

the number of erasures: yu =2

REV() = 1+a?z 1 +abz72+Xxz73
RO (z) = a’z7 '+ abz7%2 + Xz73

2
p =& _ 2

a®(z): the quotient of PWRED + RO
=zZ+a

RY(2): the remainder of P(WR(1D) + R(O)
= Xz72

PO = z+a?



Determining error-locator polynomial:
Continued fractions-based algorithm

Algorithm 1 The process of determining o(z) based on
the continued fractions with 7'(z) and u erasures

I Input T, 75, ....T,, u.
2. Initialize k = 0, P<V(z) = 1, PO(z) = 1,

r—u
Rz =1+ Z Tpsj-z7 + X i),

1

r—H
R"(z) = Z Tyusj- oy x. e
=1
3: Increase k by 1.

coefficient of the highest degree term of R*"(z)

bff] — .
coefficient of the highest degree term of R%-2)(z)

4: Obtain the quotient @*'(z) and the remainder R*(z) such
that
BB . RED — g®) . RED 4 RB(,)

where a*'(z) must not contain negative powers of the in-
determinate z.

5: Obtain PH(z) = ab(z) - -1 + ) . =D

6: If the coefficient of the highest degree term of R*¥)(z) is
not X. oo to Step 3.

7t Output the error-locator polynomial o(z) as the recipro-
cal polynomial of P*)(z) and stop.

2022-06-30

LT | T3 | T

a4 a4— (12 6

a

the number of erasures: yu =2

REV() = 1+a?z 1 +abz72+Xxz73

RO (z) = a’z7 '+ abz7%2 + Xz73

2
p =& _ 2

a®(z): the quotient of PWRED + RO
=zZ+a

RY(2): the remainder of P(WR(1D) + R(O)
= Xz72

PO = z+a?

o(z) = 1+a*z



Simulation result

The results of decoding algorithms for [7,3] RS codes in some uncorrectable
ranges

No. of No. of Total Decoding failure in Undetected
erasure error CFA/BMA Chien algorithm Foney algorithm error
(Step ©) (Step D) (Step E)
0 3 35 7 28 - -
4 35 7 28 - -
l 2 105 105 - - -
3 140 140 - - -
5 2 210 42 - 168 -
3 210 112 - 50 48
| l 140 140 - - -
2 210 170 - 20 20
4 l 105 41 - - 64

2022-06-30



Thank you |
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