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What we will concern

Introduction and array structure of Sidelnikov sequences
under the complex correlation properties

Hamming correlation properties of Sidelnikov sequences

A construction for set of frequency-hopping sequences from
the array structure of Sidelnikov sequences

Discuss optimality and their relationship to RS codes

A full version of this presentation was recently submitted to
IEEE Trans. Information Theory (2017. 05)




Toward

array structure

of Sidelnikov sequences



oo Complex correlation

Let {a(t)}:23 and {b(t)}EZ¢ be two M-ary sequences of period L.

A complex (periodic) correlation between {a(t)} and {b(t)} is defined by

L—-1
Cap(@ = ) w7
t=0

For a set of sequences (or a sequence family) €2, we denote the maximum
magnitude of all the non-trivial complex correlations of any two pair of

sequences in Q as Cy,.x ().

We consider only the PHASE sequences of complex root-of-unity-sequences

M-ary = M-phase



Ty Complex correlation
of Sidelnikov sequence

« Sidelnikov showed that magnitude of any out-of-phase
complex auto-correlation of a Sidelnikov sequence is less
than or equal to 4.

e That is,
max|C(7)| < 4
T+0
for any M -ary Sidelnikov sequence of period g — 1

q = any prime power
M = any divisor of g-1, M>1
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History on this line

(complex correlation and array structure)

Sidelnikov

6 )

First construction for set of sequences with good complex
correlation by using Sidelnikov sequences.

SNLL W

NGioararal £

First use of shift-and-add (Gold-like) to increase the family
size and use Weil bound to prove the correlation bound

- Yang 09

First analyzed (q — 1) x (q + 1) array of Sidelnikov sequences
of period g2 — 1. Here, d = 2 ONLY.

Analyzed (g — 1) x qqd__—11 array of Sidelnikov sequences of

iod g9 — = W
period g% —1 where 2 <d < 2(\/6 =t 1).

d_
Combined column sequences from (g — 1) x 5’—11- arrays of

Sidelnikov sequences of periods g> — 1, ¢3 -1, ..., g% —1

1 2
where 2 < d <5(ﬁ—ﬁ+ i
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Song 2007

e Complex crosscorrelation of a set which consists of M-ary
Sidelnikov sequence s = {s(t)};’;(f of length g — 1 and its
constant multiple sequence {c - s(t)}?z_g IS upper bounded by

Ja + 3.

When gcd(c, M)+ 1, the resulting sequence is NOT a Sidelnikov
sequence in general.

Otherwise, the resulting sequence is another Sidelnikov sequence
obtained by using another primitive element of GF(q).

 This gives a family of M-ary sequences of period g — 1
containing at most M — 1 cyclically distinct sequences.
e The exact size Is given as ¢ (M).



= No 2008, Yang 2009
Shift-and-add

e Main Theorem (No-08,Yang-09)

Let s(t) be an M-ary Sidelnikov sequence of period g — 1, with p odd.
LetT =[(q —1)/2].
Let £ be the set of M-ary sequences of period g — 1 given as follows.

L={c;s@®)|1<c;<M-1} U
{c1s(t)+cs(t+D[1<¢cy,c, <M-1,1<I<T-1}
U{cis(t) +cs(t+T)|I1<cy,c <M-—1}
Then,
(1) Correlations of the family £ is upper bounded by
|C(7)| < 3/q+5.

—1)2(g— —
(2) Family size is & 1)2(q 3)+M(1Z D
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s Array structure (Gong10)
e Letgq =7, M = 6. A6-ary Sidelnikov sequence s(t)
of period g% — 1 = 48

IS represented by 6 x 8 array as follows:
s(t) = [vy(®), v, (), v, (), v (), v, (£), v (), v, (£), v, (¢)]

4 1 5 05 1 5 1
24422254 arraysize2
_[2 4 3 3 1 0 4 4 (q-xT
~10 5 0 35 2 3 5 !
41 3 1 2 3 0 1 (g-Dx(g+1)
0 05 2 1 3 3 0

®vy(t)=s((g+Dt+1)for0<t<g-2andeach! =0,12,..,q.
» vo(t) = 2s'(t), where s'(t) = (2,4,1,0,5,3) is a 6-ary Sidelnikov sequence.
> v(t) =vge(t+1—-Dfor0<t<qg—2andeachl=12,..,q.



Song 2015 further generallzatlon

Letg =7,M = 6, d = 3. Consider finite field GF(343).

array as follows:

s(t) = [vo(©), v, (0), -,

Vss5(t), vse(t)]

Then 6-ary Sidelnikov sequence s(t) of period 342 is represented by 6 X 57

012345678901234567890123456/78901234567890123456/7/890123456

04 0| 15/ 4/3(4 004 0550034243 21301 14035403420432121233230H5 340334330
30[ 5] 453/ 4015 X4 5522355344144 1535022423035 22550440022301240541
311312 251329 2 48351303 411045252 0401134213 1335353 2122027133101 25
0031 113230 20453 150505213 3435541420440 342204>321 043 1530534410
32100243222 001 0014453 4215354544520 13534012112032205221144°02
04 2353|0043 3|02 00 2333551 3525220513201 3540243 0045503143 3514453

> () = Viq (t).

= For nonnegative integers l4, [,, with [; = [, mod @

cyclically equivalent.

7711 (t) and vy, () are




«s Song 2016 (ISIT) - combine all d

Column selection

A ,
Gong 10d = 2 ¥(2) —

e ryJ
(q—1)X(g+1)array  Column selection 2 (h)

/ o

union

d — 3 eoe Z’(B)
(g—1) % % array .

Column selection

' (h)

q-1

Arrays are generated by properly chosen primitive elements.
11/19



Hamming correlation property
of

Sidelnikov sequences

for frequency-hopping codes

12



> Frequency-hopping

 Atechnique of transmitting signals for
covert communication
serving multiple users with the same resource (multiple access)
Radar systems

Frequency
slot

time

- Frequency-hopping transmission -

13



s At the receiver...
o ®
o (]
o ®
o ®
o (]
o ®
o ®
o (]
. 1 .
# Correlation
 ———— — —- . (relative)
0 8 time delay

14



=S Correlation

« Hamming correlation is the measure of similarity between hopping
sequences

(mathematical definition of hamming correlation)

Let a = {a(n)}:Zl, b = {b(n)}iZ} be two sequences of period L.
Then, the hamming correlation between a and b at the delay t
IS given by

L-1
Hap(® = ) h(alt +71),b(®),
t=0

where

11, ifx=y
hx,y) = {O, otherwise.

H, ., = max of non-trivial hamming correlations

15



es  Relation with Coding Theory

Frequency-hopping Coding theory
L-1
Hap(D = ) h(alt +1),b(0)) L —wt(a' — b)
t=0

1, ifx = where a’ is the t-left cyclic shift of a
where h(x,y) = {0 otherv?/,ise. ’

Many of the results in coding theory can be applied for construction and
analysis of frequency-hopping sequences, because, a set E’ of frequency-
hopping sequences can be obtained from an (n=L,k) cyclic code E with large
minimum distance d by

1. ldentifying cyclic equivalence classes of E, and

2. Picking up one codeword from each and every class of period n=L.

Then, hopefully, we have
|E’| = number of cyclic equivalence classes
and
H. ..=L—d
16



& Alternative form
e The hamming correlation between a and b can also be written
as
1 L-1M-1 )
TN\ t+7)—b(t
Ha,b(T) = M (wlc\l/[( T) ( )) ,
t=0 k=0

since

1 < 1, ifx=0

M L (wip)* = {O, otherwise = h(x0)

17
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Sidelnikov sequences of period g — 1

 Introduced by V. M. Sidelnikov in 1969.
q : a prime power M : adivisorof g — 1 with M > 2

f : a primitive element of GF(q)

(original definition, Sidelnikov 69)
A Sidelnikov sequence is an M-ary sequence s = {s(t)}q 2 of

period g — 1 defined by
k, if B*+1€ Dy

t) =
SO=10 irpte1=o0,
where D;, = {,BM”" | 0<i< %1} k=012,...M—1

(alternative definition, Gong 10)
s(t) = logg(B* +1) mod M,
where logz(0) = 0.

18
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« Examplewheng =11, =2,M =10

B! p'+1 s(t)

()

0 1 2 1
1 2 3 8
2 4 5 4
3 8 9 6
4 5 6 9
5 10 0 0
6 9 10 5
7 7 8 3
8 3 4 2
9 6 7 7

s=1{1,8,4,6,9,0,5,3,2,7)
19



<3 Sidelnikov sequences of period g% — 1

* Let
q : a prime power d : a positive integer
M : adivisorof g — 1 with M > 2 a : a primitive element of GF(qd)

q%-1

f = a -1 :the primitive element of GF (q) fixed by «

e Then,

s(t) =log,(at +1) mod M

\ 4

s(t) =logg|N{(at + 1)] mod M

20
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4-ary Sidelnikov sequence of period 24

q = 5,d = 2, and a is a primitive element of F,5 with a? = 4a + 3.

521

Then, B = as-1 = a® = 2 € Fg is primitive.

If a® + 1 = a’ then NZ(af +1) = N(a') = (a')®= a®. Therefore, we have

Ni(at + 1) loggNi(a® + 1) t Ni(at+1) loggNi(at + 1)
0 1 al? =% =4 2 12 4 0 0
1 a ab=p=2 1 13 da al2 =% =4 2
2 4a + 3 a®=p=2 1 14 a+ 2 al®=p3=3 3
3 4a + 2 al?=p2=4 2 15 a+3 al2=p2=4 2
4 3a + 2 al® = B3 =3 3 16| 2a+3 a® =B =1 0
5 4a + 4 a®=p=2 1 17 a+1 al2=p2=4 2
6 2 al2 = g2 = 4 2 18 3 a®=p0=1 0
7 2a ab=p=2 1 19 3a a®=p=1 0
8 3a + 1 a® =B =1 0 20| 2a+4 al® = B3 =3 3
9 3a + 4 al® = B3 =3 3 21| 2a+1 al® = B3 =3 3
10 @+ 4 @b =p=2 1 22 | 4a+1 al® = B3 =3 3
11| 3a+3 @b =p=2 1 23| 2a+2 a® =B =1 0

21



. Some history
Lol .
(frequency-hopping sequences)

: : Constructed nearly equidistance (non-linear) cyclic codes
Sidelnikov by using Sidelnikov sequences. (optimal minimum distance
69 with respect to the Plotkin bound.)
/

Ding & Yin 08 | Constructed a set of optimal frequency-hopping sequences
\ ~ | by using the discrete logarithm

Han & Yang Showed that the set of hopping sequences by Ding & Yin
09 " | is actually a subcode of Sidelnikov’s cyclic codes.

22



Hamming correlation property of sequences
from 2-D array structure of a Sidelnikov
sequence

23
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Notations

p . aprime
q - a power of a prime p
GF(q?) : the finite field with g% elements

a : a primitive element over GF (q%)
d

B = a a-1 : the primitive element over GF (q)
M :adivisorofg —1with2<M<qg-—-1

d : a positive integer with 2 < d < max {M + 2 (\/ﬁ -2 41

qg—1’2 Va

p;(x) : the minimal polynomial of —a~" over GF (q)

wy, - a complex primitive M-th root of unity

Y . a multiplicative character of GF (q) of order M defined by
() = 0y,

For simplicity, we keep ¥(0) = 1.

)



=S 2-D Array structure

- Let s4 be a M-ary Sidelnikov sequence of period g% — 1 where M is a
divisorof g — 1 with M > 2.

* Write s4 row-by-row, i.e.,

SEET) sa(1) o sa(i=t o1y )
sa(T5) sa(TE+ 1) L sa(2x T2 1)
\ sal(g—2)x T sal(g—2)x Z=L+1) - salg?-2) )

e The [-th column sequence v, is given by

q? ~ 1 i
D ={Ul(t) =Sd( 1 t+l>} .
q t=0

25



S Known Properties

q%-1

p— defined

» Let C;(d) be a g-cyclotomic coset mod

by
C,(d)=1{llq,..,1g™ 1}
where m, is the cardinality of C,(d).
et v; be the [-th column of the array. Then,
vo(t) = dlogg(B* +1) (modM).
Ifl, € C’ll, then vy, is a cyclic shift of v;,.

[f m; = d, then v, is of period g — 1 for any M.

26



=S Known Properties (cont’)

* Let A'(d) be the set of smallest non-zero

representatives of all the C;(d)s such that
m; = d.

e Forl e A'(d),
v, = {Uz(t) = logpg (ﬁlpl(ﬁt)) mod M}q__z

where p, (x) is the minimal polynomial of —a~" over GF(q).

e Forl,k € A'(d), let p;(x), pi (x) be two minimal polynomials
over GF(q) of —a~* and —a ™, respectively. Then,
L, (B%x) and p, (x) are distinct monic irreducible
polynomials over GF(q), unlessl = k and t = 0.

27



=S Known Properties (cont’)

e Letly,l, € A'(d). Then,

L—1

vy, (t+1)—v],(t)
z W, 27 < (2d — DG + 1,
t=0

except forly =1, and 7 = 0.

28



«s Hamming correlation of columns

(Definition)
d
Ford = 2, let I'(d) be the set of column sequences of the (g — 1) X q—ll
array of M-ary Sidelnikov sequence of period g% — 1 given by
[(d) = {v (Il € A'(d)}.
(Theorem)
The maximum non-trivial hamming correlation of I'(d), denoted by
Hpax(T(d)), is
—1)d —1 M -
Hinax(T(d)) < min {(q )d_ 4 L 12d = 1)vg + 1]}.
M M
% Note: When M = q¢ — 1, Hpay (T(d)) < d — 1

29



P when d = 2

e Letg =7, M = 6. Then, the array Is given by

olnlolNv|IN|&
mIN (G| = N0
wlw | N|[o|N]|m
wlo|w|s|un|wn

I W | O |[W ]| s |
N (=W [W[IN|O

N (2) = {1,2,3}
s, =1{5,4,3,0,3,5}
s2=1{0,2,3,3,1,2}

['(2) = {51,52,53}

30



. Pairwise maximum
Lol ] o o o o
non-trivial hamming correlation

M=6 M=3
max Hg, s, 1 3
max HSLS2 ‘ 1 3
max Hsl,s2 1 3
(The bound)
min{(q 7W1)d—1,q1;1+M1\;1[(2d—1)\/a+ 1]} ' ?

31



& Proof of the bound

Assume that [; # [, or T # 0.

We first claim that

Hinan (1)) < =24
Observe that
1 q—1M-1 ) ” |
Hyy, v, () = - z [w;zl(t”) vzz<t>] ............................. the alternative form
goimer ko 2 g (ptpy0)

/
3

EI|I .
]

Pr(Bhbp, (B Dp, (B9 ™)

Q
|
i o Y
Il
o
= X
[
= O

1
= > 3 ). (B4, (B, (B9

(g
Il
o
w‘
Il
o

Focus on this part
32
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M-1

1

=Y PR (B, (B, (B )
k=0

Observe that
M-1 (1, ifx =0
12 PrE(x) =41 ifx—(ﬁM)eforsomeeE{01 E—l}
M L ‘ = T ,
w0 LO’ otherwise

. Since p;, (x) and p;, (x) are minimal polynomials of degree d = 2,

Bl lep, (B D)p, (BH™ =0

IS impossible from any t.

. Therefore,

P =1
LM for some integer e.

33
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Bh2p, (B )p, (B~ = pM

q-1
& [Ba~l2p, (B )p, (BH M =1

q-1 q-1
< [ﬂll_lzpll(ﬂtﬂ)] M — [Pzz(ﬁt)] M =
2 f(x)

Then, the calculation becomes simple!

qg-1  M-1
1
Hvl1, Vi, (T) - z M z l/)k(ﬂl1—12pll ('BH-T)plz ('Bt)_l)
t=0 k=0

= # of roots of f(x) in GF(q)".

34
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(t) = # of roots of f(x) in GF(q)*.

q-1 q-1
where f(x) = [,Bll_lzpll (,BHT)] M — [Plz (,Bt)] M

» Foranyl,,l, € A'(d),and Tt exceptforl; =l,andt =0, f(x) isa
non-zero polynomial and

q—1
deg f(X) < Td,
Since, in that case, ™ %p, _(B™x) and p; (B*) are two distinct monic

irreducible polynomials of degree d over GF (q).

» Since f(x) has no constant term, we have

(g —1)d
Hmax(r(d)) < M _

35



= Second claim:

Himax(T(d)) < 1

—1
v ——[(2d = Dy +1]

IS easily obtained as follows:

1 q-1M-1 )
— vy, (t+1)—v, ()
Hvll’vl2 (1) = i 2 [le 2 ]
t=0 k=0
—1M—
= — lz Z 11(t+T) vlz(t)]
M Mt—o k=1
M_—1 ;- triangular
< q__l + i [wvzl(tﬂ)—vlz ®1"* inequality
M M M
k=1 |t=0
<2 M ea - g+ )
B M M \/a | L-1
D oy < @ - 1yg+1
t=0

36



© ,
Upper-Bound on Maximum nohtrivial Hamming correlatlon (q =101,d = 2)
M ||H =2t d—1|||Hy = 4 + ML [(2d —1)yg+1]| | min(H,,H)
4 100 1 31 ]
50 3 32 3
25 7 33 7
Hl 20 0 34 9
10 19 38 19
5 39 44 39
Hl 4 49 48 48
2y 2 99 65 65
The bound and true maximum
d =2,|T(d)| =50 d = 3,|T(d)| = 3434
M H{J._HELLT HL"._."HLI'.\.' bou nd Hfl._l?‘l&l'.‘{' HL"._JM\.' bou nd
0o I 1 [ 1 2 2 2 I' The region
50 : 3 3 3 5 5 5 | where true maximum
5 4 7 7 7 1 11 11 | meets the bound
20 | 9 9 9 14 14| ] 14
10 18 19 | 19 {25 25 29
5 32 33 39 38 39 59
4 36 37 48 46 46 63
2 58 59 65 68 69 75

37



=2 Is that good?

* To determine whether the proposed set of frequency-hopping sequence is
good or not, we will use the Singleton bound.

(Signleton bound for sets of frequncy-hopping sequence)
Let K be a set of N frequency-hopping sequences of
length L over the integers modulo M. Then,

Hmax(K) = [logy (NL) — 1]

“a

[t directly comes from the singleton bound for (non-linear) codes

N < Mn—d+1

38



=2 The Size of I'(d)

 To apply the Singleton bound, we need knowledge about the size of I'(d).
For d = 2, the exact size is already known by Yu & Gong as

(@] = I8 @] = |5].

(Lemma, the size of I'(d))
For3<d <M,

IT(d)| = [A'(d)] =

39



= Proof of the Size of I'(d)

We can write

Where

k=) Hl

r|d
r+l1,r#d

d
q“ -1 _
1<1< q_l,ml—r}.

Following is a condition on m; and it is useful:

(Kim, Kim, Song 15)
d_
Forafixedl € {1, 2,..., q__11 — 1}, m; is the least positive integer which satisfies
q¢ -1

d
(g™ —1)gcd (Wl,q — 1)

L.

40
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There are
(q" — 1) ged (%,q - 1)
q—1
elements in A’(d) which can be divided by
q* -1

Ci )
(q" — 1) ged (;,q - 1)

where 2 <r < d.

Therefore,

41
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Denote the greatest proper positive divisor of d by §. Then,

6 <

Observe that

r i
,’,q)

<

k< Z q—1

r|d

r+1,r+d

d

2] (q" —1)gcd (% q— 1)

= -1

r=2 q

4] d
i uﬂ s
P -1 q—1

-1

42
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Therefore,

Since

when d > 3.




£

Optimality of the set

(Theorem, optimality of the proposed set of frequency hopping sequences)
LetM =g —1and 2 < d < g — 1. Then, the frequency hopping sequence
family I'(d) is optimal with respect to the Singleton bound for sets of

frequency-hopping sequences.

Proof)
Ford = 2,
Hmax(r(z)) =
>
Ford = 3,

Hmax(T(d)) =

=

[logg-1 |7] (@ = 1) 1]

[2 log,—1(q —1) —log,_12 — 1] = 1.

' (q — g
logg-1 g —1

_d—l—logq_ld]=d—1.

44




‘e Relation with Reed'’s
*®* k-th order near orthogonal code

* In 1971, Reed proposed a set of frequency-hopping sequences by using
q-ary Reed-Solomon (RS) code of length g — 1.

In 1993, Song gave a way to construct k-th order near orthogonal codes in
which all the sequences are of period g — 1.

Note that

{,Blpl(ﬁt)}g;g . a g-ary RS codeword which has no zero term.

lApplying logg(-).
l -2
v = {vl(t) = logg (ﬁ pl(ﬁt)) mod q — 1}t:O: a (q — 1)-ary column sequence.

The hamming distance among such codewords remains the same
even though we apply the discrete logarithm,

because each codeword has no zero term.

Obviously, their hamming correlation also remains the same.

45
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(Corollary)
If M = g — 1, then a sequence v; € I'(2) has one of the
following Hamming auto-correlation profiles:

1) If q is even, then

_Jq-—-1, ift=0
Hi(v) = { 1, otherwise.

2) If g is odd, then

(g—1, ift=0
—1

H(t) =10, ifr= "T

\1, otherwise.

46



Hamming correlation
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Example: correl

Lol ]
gq=19d=2M=qg—1=18

20 20

184 18}

16 16

14 14
S

12 8 12t
o

10 3 10}
2

8 £
S
T

6_

4+

2_

F——F——
O | | | | | | | | O
0 2 4 6 8 10 12 14 16

tau

Auto-correlation profile

ation profile

cross-correlation profile

a7



s A extention - constant addition

(definition)
For2 <d < q— 2, let A(d) be a set of M-ary frequency-hopping sequences
such that
A(d) ={v;+ clv; eT(d),0 < c < M},
where M > 2 Is a positive divisor of g — 1.

(theorem)
For the set A(d),
Hinax(A(D) < min{(q DLl M a - 1yg+ 1]}

d-1

and |A(d)| = M+~
When M = q — 1, A(d) is also optimal with respect to the Singleton bound
for sets of frequency-hopping sequences.

Especially, when M = q — 1,

Hmax(A(d)) < d.

483




s Comparison with previous results

PP\ UNIT N
£ &\
1y el
S >/

Sidelnikov '69 g — 1 Mlq 1 E— + 1 2M
q or =1 is even M
Lempel & u —
Greenberger ‘74 p'—1 © <pu T p Tt -1 p"
1S gl
Song, Reed and _ k<B —z u(d)q "ld
Golomb 93 1 q B(q) is determingg%y q-1 " din
(n=q-1)
Gl |
Ding ‘08 g — 1 M IY; (if g or (g — 1) is even) M
(Yang 09) (Mlg =1) % + 1 (ifgand (g — 1) is odd)
r'(d) M o q-—1 g—1 M-1 gi1
nthistak 4= 1 gy  min{——d-11——+—m—aj} > —
A(d) M o q-—1 qgq—1 M-1 gi-1
nthistalk 971 ey MinTp—d 1t —p—al =M

p . prime, q : prime power
a = [(2d — 1)yq + 1] 49
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Conclusion

From the array structure of Sidelnikov sequences,

we define a new set of frequency-hopping sequences, and
analyze their hamming correlation properties.

When M = g — 1, the proposed set is optimal with respect to the
Singleton bound for sets of frequency hopping sequences.

Optimality of the proposed set seems to be highly related to
maximum distance separable (MDS) property of RS codes.

The method which combines all the set of column sequences from
Sidelnikov sequences of period g2 — 1,93 — 1, ...,g™ — 1 can also
be applied.

50
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